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Posttraumatic stress disorder (PTSD) is a complex psychiatric disorder that involves symptoms from various domains that appear to be produced by the combination of several mechanisms. The authors contend that existing neural accounts fail to provide a viable model that explains the emergence and maintenance of PTSD and the associated heterogeneity in the expression of this disorder (cf. Garfinkel & Liberzon, 2009). They introduce a psychological construction approach as a novel framework to probe the brain basis of PTSD, where distributed networks within the human brain are thought to correspond to the basic psychological ingredients of the mind. The authors posit that it is the combination of these ingredients that produces the heterogeneous symptom clusters in PTSD. Their goal is to show that a constructionist approach has significant heuristic value in understanding the emergence and maintenance of PTSD symptoms, and leads to different and perhaps more useful conjectures about the origins and maintenance of the syndrome than the traditional hyperreactive fear account.

The codification of posttraumatic stress disorder (PTSD) as an official diagnosis in the third edition of the Diagnostic and Statistical Manual of Mental Disorders (DSM-III; American Psychiatric Association [APA], 1980) led to 3 productive decades of theory development and empirical research. Although this work confirmed the legitimacy of PTSD as an important diagnosis and has produced critical insights into the workings of this disorder, many controversies remain (cf. Rosen, 2004). Perhaps the most important unresolved issue is clarity regarding the core features of the disorder (Brewin, Lanius, Novac, Schnyder, & Galea, 2009). The DSM currently classifies PTSD as an anxiety disorder, with fear or anxiety as a necessary component to acquire this disorder:

Criterion A2 specifies that an individual must react to a traumatic event with “intense fear, helplessness, or horror.” Many of the other criteria can be interpreted as physiological, behavioral, or psychological correlates or sequelae of fear and anxiety. Yet PTSD is exceptionally heterogeneous in its presentation. First, the experience of fear and anxiety is not highly predictive of PTSD status (e.g., Adler, Wright, Bliese, Eckford, & Hoge, 2008; Bedard-Gilligan & Zoellner, 2008; Breslau & Kessler, 2001; Brewin et al., 2009; Karam et al., 2010; O’Donnell, Creamer, McFarlane, Silove, & Bryant, 2010; Roemer, Orsillo, Borkovec, & Litz, 1998; Schnurr, Spiro, Vielhauer, Findler, & Hambleton, 2002). Clearly, the objective presence of a fear-inducing threat does not uniformly lead to PTSD, in that most individuals who are exposed to threat do not develop the disorder (e.g., Kessler, Sonnega, Bromet, Hughes, & Nelson, 1995), and some individuals appear to develop PTSD without exposure to threat (e.g., Bodkin, Pope, Detke, & Hudson, 2007; Gold, Marx, Soler-Baillo, & Sloan, 2005; Mol et al., 2005; Olde, van der Hart, Kleber, & van Son, 2006). Second, even when present, the experience of fear and anxiety are not specifically diagnostic of PTSD in that they represent one specific manifestation within a range of pathological responses resulting in exposure to a traumatic event (Resick & Miller, 2009). For example, individuals with PTSD also report experiencing anger, sadness, guilt, and disgust (e.g., Brewin, Andrews, & Rose, 2000; Brewin et al., 2009; Kilpatrick et al., 1998; McNally, 2003; Ozer, Best, Lipsey, & Weiss, 2003; Resick & Miller, 2009; for a review, see Bovin & Marx, 2011). In addition, many of the key symptoms appear...
to implicate dysfunction in more basic mechanisms related to salience and attention, hyperarousal, working memory, and long-term memory (e.g., Brewin, Gregory, Lipton, & Burgess, 2010; Bryant, Creamer, O’Donnell, McFarlane, & Silove; 2008; Bryant & Harvey, 1997; Constans, 2005; Dalgleish, 2004; Marshall, Schell, Glynn, & Shetty, 2006; Moore & Zoellner, 2007; Pineles, Shipered, Mostoufi, Abramovitz, & Yovel, 2009; Rubin, Bernstein, & Bohni, 2008; Schell, Marshall, & Jaycox, 2004; Shaw et al., 2009; Shipered & Salters-Pedneault, 2008), although none of these problems are themselves specifically predictive of PTSD status either (see Bovin & Marx, 2011 for a review). In these regards, PTSD is not unique: Most, if not all, DSM diagnostic categories face these challenges (lack of consistency and specificity; Krueger, Watson, & Barlow, 2005; Sanislow, et al., 2010).

One possibility, of course, is that even if the behavioral, physiological, and experiential aspects of PTSD can be quite varied, the disorder nonetheless results from key alterations in fear circuitry. Animal models describe PTSD in these terms (e.g., Dbiec, J., & LeDoux, 2009; Erkin & Wager, 2007; Jovanovic & Ressler, 2010; Jovanovic, et al., 2009; Neumeister, Henry, & Krystal, 2007; Rauch, Shin, & Phelps, 2006; Shin & Handwerger, 2009; Shin & Liberzon, 2010; Shin, Rauch, & Pitman, 2005, 2006; Weiss, 2007). A common hypothesis in both animal and human neuroscience models of PTSD is that the amygdala, as a key structure in fear circuitry, is hyperreactive to incoming stimuli. This hyperactivity is thought to cause fearful responses associated with a constant disruption in homeostasis, in part because the amygdala is thought to be insufficiently inhibited by areas of prefrontal cortex. This reduced inhibition is to hypoactivation in the anterior cingulate cortex and the medial sector of orbitofrontal cortex (also called the ventromedial prefrontal cortex). Furthermore, deficits in hippocampal processing result in a failure to contextualize responses (e.g., Maren & Holt, 2000; Rudy & O’Reilly 1999—for a review, see Bouton, Westbrook, Corcoran, & Maren, 2006). These brain findings, stemming from animal models of fear-conditioning, are widely interpreted as evidence that PTSD involves enhanced fear learning, a failure to calibrate affective responses to stimuli that no longer represent threat, as well as inadequate top-down regulation of that reactivity. Supportive evidence for this view comes from a recent meta-analysis that empirically compared neuroimaging studies of PTSD, other anxiety disorders, and studies of aversive learning using classical conditioning (Erkin & Wager, 2007). Using the most sophisticated meta-analytic approach available (Wager, Lindquist, & Kaplan, 2007), this meta-analysis showed that individuals diagnosed with PTSD consistently have altered activation in predicted brain structures (depicted in Figure 1), including hyperactivation in the amygdala and the anterior insula, reduced activation in the ventromedial prefrontal cortex extending back to the subgenual (or ventral) anterior cingulate cortex, reduced activation in the more dorsal portion of the anterior cingulate cortex (also called the middle cingulate cortex; Vogt, 2005), and reduced activity in the hippocampus. Relative to matched-comparison sub-

show these structural changes. Even Etkin and Wager note that fear may be a more defining feature of social anxiety disorder and specific phobias, with PTSD characterized by a broader range of emotional regulation dysfunction. Furthermore, functional connectivity studies (using correlation or causal modeling techniques to identify brain regions whose blood oxygenation level dependent (BOLD) time courses are correlated across time) are either inconsistent with the underregulation hypothesis (Lanius, Vermetten, et al., 2010) or they suggest the opposite interpretation (that the amygdala is influencing medial frontal regions rather than vice versa; Gilboa et al., 2004). Third, several scientists have noted the need for a broader conceptualization of the processes involved in the disorder (Bovin & Marx, 2011; Garfinkel & Liberzon, 2009).

In this article, we build on these observations and take them one step further to evaluate the adequacy of the dysregulated fear circuitry model of PTSD, and suggest an alternative theoretical framework for guiding scientific inquiry about PTSD. Our goal is not to review the literature for each and every neuroscience study to determine whether PTSD is associated with a hyperresponsive amygdala and a hyporesponsive prefrontal cortex. Many comprehensive review articles (Garfinkel & Liberzon, 2009; Jovanovic & Ressler, 2010; Neumeister, Henry, & Krystal, 2007; Shin & Hardwege, 2009; Shin, Rauch, & Pitman, 2005, 2006), including the Etkin and Wager (2007) meta-analysis confirm this observation. Instead, our goal is simply to ask whether dysregulated fear is the most advantageous and productive approach to interpreting the existing brain evidence in psychological terms.

In asking this question, we do not criticize the painstaking and careful animal studies that have mapped the circuitry for behavioral adaptations such as flight, flight, freezing, or enhanced startle responses (e.g., Davis, 1986, 1992, 2000; Fanselow, 1994; Kapp, Frisinger, Gallagher, & Haselton, 1979; LeDoux, 1990) that occur with the presentation or learning of aversive stimuli. We agree with the generally held view that any valuable theoretical framework for understanding PTSD must incorporate rigorous behavioral neuroscience evidence to understand basic mechanisms and how they go awry or lead to dysfunction elsewhere. We do not plan to argue with the idea that the combination of increased amygdala response combined with reduced prefrontal cortex response results in hyperarousal or enhanced affective reactivity. We do ask, however, whether the interpretation of these results as the underregulation of fear circuitry reveals the mechanisms that contribute to the development and maintenance of PTSD. We examine if another interpretation of the same evidence makes the heterogeneity in PTSD and its similarity to other disorders more predictable and easier to understand.

In this article, we first address whether neuroscientific findings give evidence of a fear network that is largely inhibited by the prefrontal cortex and reconsider the central hypothesis that PTSD should be classified primarily as a fear-based disorder. Next, instead of taking a locationist approach and asking if there are specific brain regions (or interactions between discrete regions) that cause core symptoms in PTSD, we introduce a relatively new psychological construction approach to ask how basic ingredients of the mind (which are represented as distributed networks within the human brain) interact so that PTSD emerges in all its variety and complexity (following Barrett, 2009a). It is becoming increasingly clear that mental states and behavior at any particular time are determined by a number of large-scale distributed networks (e.g., Poldrack, Halchenko, & Hanson, 2009; Smith et al., 2009) that interact in a complex, dynamic fashion constantly influencing and constraining one another in real time. We postulate that these large-scale networks can be thought of as the basic psychological operations or ingredients of the mind that contribute to the construction of normal mental states and behaviors. From this perspective, psychopathology can be understood as a problem in these basic operations or in their influence on one another, so that they provide a vocabulary for describing the endophenotypes that describe in psychological terms the varieties in any diagnostic category (Meyer-Lindenberg, 2008). In a final section, then, we also explore how key insights afforded by a psychological construction approach inform theoretical models of the neural circuitry underlying PTSD.

**IS PTSD A FEAR-BASED DISORDER?**

**Is the Amygdala Specific to Fear in PTSD?**

It is generally widely accepted that the amygdala is a crucial brain structure in fear. In animal research, fear is defined as “the behavioral adaptation that allows organisms to detect and respond to threats” (LeDoux, 2008, p. 70). Behavioral adaptations are highly heritable, species-general actions that a creature performs to survive (or reproduce). Years of careful study have confirmed that the amygdala plays a crucial role in several behavioral adaptations involved in responding to threat, such as freezing in response to a tone that was previously paired with an electric shock or an enhanced startle response as a function of a threatening or negative stimulus (e.g., Davis, 1992; Fanselow & Poulous, 2005, Fendt & Fanselow, 1999; LeDoux, 2007). In humans, mild electric shock, commonly feared objects (e.g., spiders, snakes), or startled faces depicting fear consistently produce increased activation in the amygdala relative to neutral stimuli. (For a review, see Adolphs, 2010; for a meta-analytic summary, see Etkin & Wager, 2007; Mechias, Etkin, & Kalisch, 2010). It is a great scientific advance to know that animals freeze and startle in the face of a threat, and that the amygdala is a key structure in the circuitry that produces these behavioral adaptations. But is there any scientific reason to
understand them as “fear,” over and above the obvious value of making animal research more accessible and relevant to humans? This question is centrally implicated in whether PTSD results from a dysregulated brain circuit for fear or whether there are other ways to understand the psychological relevance of an overactive amygdala in combination with hypoactivation in prefrontal cortex.

The first important observation here is that there are many behavioral adaptations that an animal can show in response to a threat, and not all of them involve freezing or potentiates startle. Rats avoid the location of uncertain threat when they are free to move around, such as in a testing chamber with several arms (e.g., Kopchia, Altman, & Commissaris, 1992; Vazdarjanova & McGaugh, 1998). Rats will also attack a threat if it is known (e.g., Reynolds & Berridge, 2008). Each of these actions (freezing, potentiates startle, defensive aggression, and avoidance) involves different circuitry, and not all of the circuits involve the amygdala; even rats with amygdala ablations show place avoidance following aversive learning. Given this heterogeneity, which is the real fear circuit? If there are many fear circuits, then what makes them all instances of the same category fear—the fact that there is a threat? If this is so, then the perception of threat becomes the key feature in fear, not a specific circuit for a behavior. Is the circuit for avoidance (that does not require an intact amygdala) also a fear circuit? Some scientists suggest that behavioral adaptations occur in stages (i.e., the defense cascade model; Bradley & Lang, 2000; Lang, 1995; Lang, Bradley, & Cuthbert, 1997), but there are others who instead assume that these different adaptations occur in different contexts (depending on the proximity and certainty of a threat; Fanselow, 1994; Fanselow & Lester, 1988). Context is even important as to whether or not stereotyped increases in heart rate or blood pressure occur with freezing behavior (Iwata & LeDoux, 2010), indicating that the autonomic consequences of a putative fear circuit do not always involve hyperarousal. This heterogeneity in the circuits that underlie behavioral responses to threat in animal models makes a direct connection to PTSD less straightforward.

The second observation is that just as the amygdala is not necessary for withdrawing in the face of a threat, neither is it necessary for the experience or perception of fear. In our most recent meta-analysis of the neuroimaging literature on emotion that summarizes published articles from 1993 to 2007 (Lindquist, Wager, Kober, Bliss-Moreau, & Barrett, in press) using the Wager et al. (2007) method, we found that the amygdala is not consistently activated during fearful experiences at a level greater than what would be expected by chance. Although an increase in amygdala activation was consistently observed for other emotional experiences such as disgust, sadness, and anger (see Figure 2; see also Kober et al., 2008), studies of fear experience did not consistently report an increase in amygdala response. The perception of fear was consistently associated with an increase in amygdala activation, but this is not evidence that the amygdala is necessary for the perception of fear. Even though they signal more imminent danger, the amygdala does not show an increase in activation to startled fearful faces with averted eye gazes (e.g., Adams, Gordon, Baird, Ambady, & Kleck, 2003; Ewbank, Fox, & Calder, 2010; Straube, Dietrich, Mothes-Lasch, Mentzel, & Miltnner, 2010) or fearful faces that are masked with visual noise rather than a neutral face (Kim et al., 2010). Even individuals with amygdala damage can recognize fearful faces (Adolphs et al., 2005; Tsuchiya, Moradi, Felsen, Yamazaki, & Adolphs, 2009) and bodies (Atkinson, Heberlein, & Adolphs, 2007). The lack of consistency in the link between the amygdala and instances of fear experience and fear perception attenuates the straightforward view that PTSD is rooted in an abnormal fear response.

A third observation leading us to question the view that PTSD is predominantly a fear-based disorder is that the amygdala is itself not a brain region that is specific to the experience of fear or even threat. As we noted in our meta-analyses (Lindquist et al., 2010; Wager et al., 2008), increased amygdala response has been implicated in most negative emotions such as disgust, sadness, and anger. As well, activation in the amygdala is best predicted in logistic regressions by high arousal conditions. Increased amygdala response has been observed in high arousal states of surprise and excitement (see meta-analytic summaries in Costafreda, Brammer, David, & Fu, 2008; Sergerie, Chochol, & Armony, 2008), and more generally in response to both positive and negative images (e.g., responses to positive and negative faces, Zald, 2003; positively and negatively valenced pictures, Anders, Eippert, Weiskopf, & Veit, 2008; positively and negatively valenced words, Posner et al., 2009; meta-analytic summaries in Barrett & Wager, 2006; Costafreda et al., 2008; Sergerie et al., 2008; Wager et al., 2008). The amygdala is also implicated in reward and appetitive learning (reviewed in Ball et al., 2009; Balleine & Killcross, 2006; Baxter & Murray, 2002; Seymour & Dolan, 2008). Amygdala response is heightened for novel material (Breiter et al., 1996; Moriguchi et al., in press; Schwartz, Wright, Shin, Kagan, & Rauch, 2003; Weierich et al., 2010; Wright et al., 2003; Wright, Wedig, Williams, Rauch, & Adolphs, 2007). The lack of consistency in the link between the amygdala and instances of fear experience and fear perception attenuates the straightforward view that PTSD is rooted in an abnormal fear response.

Figure 2. Amygdala activation in the experience and perception of emotion. The proportion of studies in Lindquist et al. (in press) that report increased activation in the amygdala. The Y-axis reports the proportion of studies. Exp = Experience; Per = perception.
that has been preserved in some form through natural selection, and freezing is part of the Western script for fear. However, this does not necessarily translate into the assumption that the circuitry producing freezing behavior constitutes evidence for a fear circuit unless one is willing, a priori, to ontologically reduce fear to freezing behavior; a similar line of reasoning can be applied to the startle response.

Clearly, hyperresponsiveness in the amygdala is an important feature of PTSD, but this does not mean that PTSD has an abnormality in fear. If we abandon the necessary connection between fear and the amygdala response, then the brain data become more consistent with the behavioral and experiential data, which also fail to find that fear (whether defined behaviorally or experientially) is a central feature of the disorder. Furthermore, recognition that the amygdala is active in many kinds of unpleasant emotional experiences helps to explain the observation that PTSD routinely involves the experience of other negative emotions. Of course, this would also mean that the psychological meaning of amygdala hyperactivity is still an open scientific question.

Does the Prefrontal Cortex Inhibit a Subcortical Fear Circuit?

One element in the hyperreactive, undercontrolled fear hypothesis is that PTSD symptoms arise from reduced regulation capacity associated with the amygdala. Of course, the amygdala is involved in evaluating an object for its goal relevance (Sander, Grafman, & Zalla, 2003), as well as findings that the amygdala is active during ambiguity or uncertainty (e.g., Herry, et al., 2007; Rosen & Donley, 2006; Whalen, 1998, 2007). Instead of instantiating a fear state then, the amygdala might help to induce a more general vigilant state (associated with decreased voluntary muscle movement, increased skin conductance associated with sympathetic nervous system activity, and increased blood pressure) to allow a creature to acquire more information to reduce uncertainty and render an adaptive response. There is evidence to show that ambiguity and uncertainty produce the autonomic markers of threat (Mendes, Blascovich, Hunter, Lickel, & Jost, 2001), which create the body context for changes in affect (Barrett & Bliss-Moreau, 2009) that can then be categorized and experienced as a physical symptom, or as a discrete emotion such as fear or anger, or even as the perception that a person is threatening or mean (Barrett, 2006a,b).

In the end, a circuit that produces a behavior is just that—it is not a circuit that produces a broad and complex psychological category like fear. Rats that freeze when they hear a tone paired with a foot shock might be in a state of fear, but they could also be in a state of surprise, anger, a general state of alarm, or merely a state that is conducive to reducing uncertainty (for a similar discussion of this point, see Kagan, 2009). Here is what we know for certain: Freezing (or startle) is an innate action pattern in mammals that has been preserved in some form through natural selection,
autonomic reactivity, so that hypoactivation in these areas translates into enhanced affective reactivity. Instead, the cortex exerts a nuanced and complex influence over autonomic nuclei in the brainstem and even in the spinal cord. The direct connections from cortical regions to autonomic centers in the brainstem are actually excitatory (glutamatergic) and would work to enhance autonomic reactivity. Connections from cortical regions also have an inhibitory (GABAergic) effect on these autonomic regions via striatal parts of subcortex, putting the break on autonomic reactivity. In yet another set of connections, the cortical regions have another opportunity to enhance autonomic reactivity—as these regions excite neurons in the striatum, striatal neurons inhibit neurons in the pallidum, which has the effect of releasing these autonomic centers from inhibitory control. From this perspective then, hypoactivation in the ventromedial prefrontal cortex and ventral anterior cingulate cortex does not simply produce an increase in autonomic reactivity in PTSD, but instead it reflects a situation where there is reduced cortical oversight of bodily responses. This interpretation also explains why Etkin and Wager (2007) in their meta-analysis found individuals with PTSD routinely showed hypoactivation in the dorsal amygdala (which is where the central nucleus of the amygdala is located, the central nucleus being part of the striatal system; Swanson & Petrovich, 1998). Furthermore, because some research has shown that PTSD involves reduced GABA-receptor binding (Geuze et al., 2008), it is even possible that at times, cortical regions are enhancing autonomic reactivity, as opposed to failing to control it, because part of their inhibitory action might be selectively impaired. These observations could help explain why arousal dysregulation has been found in PTSD (e.g., Frewen & Lanius, 2006), but the nature and dynamics of the dysregulation requires closer attention.

The cortical oversight of subcortical autonomic nuclei is also enhanced in humans relative to other mammals like rats and mice. In evolutionary terms, the primate's brain—particularly the great ape's—is distinguished by enhanced connectivity; this can be most easily seen in the cortical regulation of body states associated with behavioral adaptations and affective feelings. In primates, including humans, subcortical regions responsible for autonomic reactivity, including the periaqueductal gray and hypothalamus, receive inputs from areas of the prefrontal cortex (An, Bandler, & Price, 1998; Ongur & Price, 2000). These inputs originate from the ventromedial prefrontal cortex (the medial surface of the most posterior parts of Brodmann area 10) along with the ventral anterior cingulate cortex both directly (Barbas, Saha, Rempel-Clower, & Ghoshghaie, 2003; Ongur & Price, 2000) and indirectly via the central nucleus of the amygdala and other parts of the striatum (Amaral, Price, Pitkanen, & Carmichael, 1992; Carmichael & Price, 1995; Ghoshghaie & Barbas, 2002; McDonald, 1998; Ongur & Price, 2000; Stefanacci & Amaral, 2002). As a result, humans and other great apes have greater direct and indirect cortical control over the subcortex and spinal cord. This allows greater autonomic and behavioral diversity and flexibility and results in a decreased chance of fixed action patterns when compared to rats and other mammals. The direct cortical-brainstem/spinal cord connections require only one synapse in humans. So although it makes sense to say that cortical regions regulate circuits for behavioral adaptations like freezing, fleeing, or fighting, this does not necessarily translate into the understanding that the cortex stands apart from—and separately regulates—fear, or that the reduction of such cortical oversight results in an underregulation of fear.

Summary

When considered as a whole, the evidence suggests that symptom presentations of PTSD are heterogeneous and have a reliable set of brain correlates (enhanced amygdala and insula activity in the context of hypoactive prefrontal and hippocampal regions) that appear important to, but are neither necessary nor specific for fear. Although the existing data do not clearly disconfirm the hyperractive, undercontrolled fear model of PTSD, they do not clearly support it either. We suggest that the time is ripe to consider other ways of interpreting the amygdala, insula, and prefrontal cortex data, as well as to expand the scope of the brain findings that might be relevant to understanding PTSD.

In the next section, we take a descriptive, conventionally defined diagnostic category like PTSD and attempt to frame its brain correlates in terms of more basic psychological mechanisms or operations. We suggest that such a strategy can open up new vistas for understanding the heterogeneity of symptom presentations of those with PTSD, and also how the processes important in PTSD might be important in the psychopathology of a number of other diagnostic categories.
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The Psychological Construction Approach

The hyperreactive, undercontrolled fear approach to PTSD belongs to the traditional “faculty” approach to psychology, where the mind is made up of different processes, each corresponding to a different kind of state. There are “cognitive” processes that produce cognitions (e.g., a memory system that produces memories), “emotional” processes that produce emotions (e.g., a fear system that produces fear), and “perceptual” processes (e.g., a visual system that produces vision). A psychological construction approach to understanding the human mind, in contrast, assumes that the psychological events called emotions, cognitions, and perceptions are not basic, elemental faculties or “atoms” of the mind, but instead are the names people give to mental events that result from the interplay of a more basic, common set of psychological ingredients. Although these models do stretch back to the beginning of psychology (e.g., see Figure 4; for a review, see Gendron & Barrett, 2009), they are largely unintuitive and therefore relatively rare.

Psychological construction models differ in terms of whether the standard faculty categories have any scientific value (Gross & Barrett, in press). **Emergent** psychological construction models ontologically reduce mental categories to their more basic psychological ingredients, so that categories like fear, memory, and perception have no scientific value (e.g., Russell, 2003). **Emergent** models view such categories as having meaning, not as explanatory mechanisms, but at other levels of analysis (e.g., as ontologically subjective categories they have functional distinctions for human perceivers in making mental state inferences that allow communicating about and predicting human action; e.g., Clore & Ortony, 2008; for a discussion see Barrett, 2009b). Inspired by the scope of the earliest psychological models, our lab introduced the first psychological construction approach to mind–brain correspondence in 2005 and published several key articles articulating the basic assumptions and hypotheses of the model (Barrett, 2005, 2006b, 2009a; Barrett & Bar, 2009; Barrett & Bliss-Moreau, 2009; Barrett & Lindquist, 2008; Barrett, Lindquist, & Gendron, 2007; Barrett, Lindquist, Bliss-Moreau, et al., 2007; Barrett, Mesquita, Ochsner, & Gross, 2007; Barrett, Ochsner, & Gross, 2007; Duncan & Barrett, 2007b; Gendron & Barrett, 2009; Lindquist & Barrett, 2008a, 2008b). Our working hypothesis is that every human brain contains a number of basic ingredients that are used for making emotions and other mental states (like thoughts, memories, beliefs, and perceptions).

The original impetus for our model, called the conceptual act model, was to try to craft a set of hypotheses to explain (a) the considerable heterogeneity that was observed within any discrete emotion category (i.e., not all instances of fear look alike, feel alike, or appear to be caused in the same way Barrett, 2009a; Cacioppo, Berntson, Larsen, Poehlmann, & Ito, 2000; Mauss & Robinson, 2009), and (b) the lack of firm boundaries between categories (e.g., the amygdala is implicated in almost every category of emotion at one time or another, as well in nonemotional states like novelty and even in memory and vision; Barrett, 2006b; Barrett, Lindquist, Bliss-Moreau, et al., 2007), while respecting the animal studies that show evidence of basic behavioral adaptations. We hypothesized that emotions are not elemental features of the mind, but they are emergent states that are constructed from a more basic set of psychological operations that are not themselves specific to emotion per se (for a comparison of discrete emotion vs. construction approaches, see Figure 5). We went beyond the emotion domain, however, extending our model to try to understand the degree of neural overlap in other faculties, like in cognition and emotion (Duncan & Barrett, 2007b; for a similar view, see Pessoa, 2008), and in emotion and perception (Barrett & Bar, 2009). In 2009, we developed our psychological construction approach even further to propose a broader set of hypotheses of correspondence between mind and brain (Barrett, 2009b; see Table 1). Taking inspiration from connectionist and network approaches to the brain (e.g., Fuster, 2006; Mesulam, 1998; O’Reilly & Munakata, 2000; Poldrack et al., 2009; Raichle & Snyder, 2007; Seeley et al., 2007; Smith et al., 2009), we hypothesized that basic psychological ingredients correspond to distributed functional networks of brain regions. Like ingredients in a recipe, the weighting and contribution of each network is predicted to vary across instances of each psychological category, or even across instances within the same category. One possibility is that these brain networks have intrinsic connectivity (i.e., show correlated activity during mental activity that is not triggered by an external stimulus). Another possibility is that these networks have dynamic functional connectivity (i.e., producing neural assemblies that routinely emerge in response to an external stimulus). The central idea, however, is to distinguish between the scientific question for psychology of identifying and understanding these basic psychological functions, and investigations and questions in neuroscience that can reveal the underlying brain basis of these psychological ingredients.

Because a psychological approach to correspondence of mind and brain is relatively new, we do not yet claim to know what the
Table 1. Mind–Brain Ontology

<table>
<thead>
<tr>
<th>Psychology</th>
<th>Example</th>
<th>Brain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complex psychological category</td>
<td>Emotion (e.g., anger, sadness, fear, etc.), cognition (i.e., thoughts, memories, and beliefs), perception, posttraumatic stress disorder</td>
<td>Neural reference space</td>
</tr>
<tr>
<td>Psychological ingredient</td>
<td>Core affect, conceptualization/mentalizing, executive attention</td>
<td>Distributed network</td>
</tr>
<tr>
<td>Basic mechanism</td>
<td>Representing autonomic sensory cues, coding uncertainty, etc.</td>
<td>Circuit</td>
</tr>
<tr>
<td>Momentary mental state</td>
<td>Specific instance of “anger”</td>
<td>Neural assembly/brain state</td>
</tr>
</tbody>
</table>

Figure 5. Perspectives on emotion can be loosely arranged along a continuum. We have populated this continuum with representative theorists/researchers drawn from the field of psychology. We distinguish four “zones”: (a) basic emotion, in red (there exists a limited number of biologically basic states that are unique in form, function, and cause from other states such as cognition and perception); (b) appraisal, in yellow (emotion words still name privileged mental states that are unique in form, function, and cause from other mental states, but “anger,” “sadness,” “fear,” and other emotion words do not name distinct, dedicated mental mechanisms per se); (c) psychological construction, in green (emotions are not special mental states, unique in form, function, and cause from other mental states such as cognition and perception; emotions are not “caused” by dedicated mechanisms and emerge from an ongoing, continually modified constructive process that involves more basic ingredients that are not specific to emotion); and (d) social construction (emotions are viewed as social artifacts or culturally prescribed performances that are constituted by sociocultural factors). Given space constraints, as well as the goals of this article, we have limited ourselves to a subset of the many theorists/researchers who might have been included on this continuum (e.g., those who only study one aspect of emotion were not included in this figure). Adapted from “Emotion Generation and Emotion Regulation: One or Two Depends on Your Point of View,” by J. J. Gross and L. F. Barrett, L. F., in press. Emotion Review.

Basic psychological ingredients are. Our proposals for basic psychological ingredients thus far are really more like basic domains of psychological functions (e.g., affect, conceptualization, executive function) that are a first approximation in the trajectory of a longer research program; we anticipate that they will be refined as research proceeds. Our psychological ingredients, as they currently stand, probably reflect a class of processes that are associated with assemblies of neurons within a distributed network, rather than a one-to-one mapping of ingredient to network. Ideally, with more research, it will be possible to identify distributed brain networks that are associated with psychological primitives—the most basic psychological descriptions that cannot be further reduced to anything else psychological. This is ambitious and daunting, but the search has to begin somewhere.

If psychological states are constructed, emergent phenomena will not reveal their more primitive elements any more than a loaf of bread reveals all its constituent ingredients. Therefore, neuroimaging evidence is particularly useful for examining the validity of a psychological construction approach. Preliminary support for a psychological construction approach to the mind comes from a growing appreciation in the neuroimaging literature that the same brain regions and networks are implicated across a variety of different task domains. In addition to the amygdala being broadly involved in both positive and negative affect, as well as in novelty, memory, and even in vision, there are other brain regions that show this pattern of general activation as well. The anterior insula (involved in representing visceral cues in subjective awareness; Craig, 2002, 2009) is one brain region that shows increased activation across a range of tasks, including working memory, task switching, emotion, language, and sensory processing (Nelson et al., 2010). Ventromedial prefrontal cortex and dorsomedial prefrontal cortex are active during emotion, person perception, object perception, and long-term memory (Barrett, 2009b). The left inferior frontal junction is involved in working memory, long-term memory, inhibition, and task switching (Van Snellenberg & Wager, 2009). Taking these examples as a set, though one might claim that a brain region is performing multiple tasks, a more parsimonious hypothesis is that each is performing a more basic process that is required across task domains.
Another important source of relevant evidence comes from a meta-analytic project summarizing the neuroimaging literature on emotion (Barrett, Mesquita, et al., 2007; Kober et al., 2008; Lindquist et al., 2010; Wager et al., 2008). Meta-analyses of the neuroimaging literature are useful for evaluating the success of psychological construction models for at least three reasons. First, a meta-analysis summarizes hundreds of empirical studies by statistical means; this is particularly beneficial given the high rate of false-positives and the considerable variability of experimental and statistical methods used (see Wager et al., 2007). Second, not only are meta-analytic results more reliable than the findings from any given study, but they also make it possible to mathematically model the influence of between-study methodological and statistical differences. Third, most individual experiments contrast only one emotion with another or with a neutral state, suggesting that activity is only different, but not necessarily specific, to that emotion. Meta-analytic studies can help overcome this limitation by directly comparing the activation patterns of several different emotions to each other to assess the hypothesis that different emotions correspond to distinct locales (or networks) of brain activation.

Based on an inductive analysis (using cluster analysis and multiple dimensional scaling), we have identified six functional groupings consistently co-activated across published neuroimaging studies of emotional experience and emotion perception; these groupings support the most simple aspects of our psychological construction approach to the mind (Kober et al., 2008; see Table 2 and Figure 6). These functional groupings in Kober et al. (2008) bear a family resemblance to dynamic networks that exist within the intrinsic connectivity of the human brain. 1 Intrinsic connectivity reveals many topographically distinct networks that appear to have distinct mechanistic functions, some of which appear similar to the psychological ingredients with the conceptual act model (Corbetta, Patel, & Shulman, 2008; Corbetta & Shulman, 2002; Dosenbach et al., 2007; Seeley et al., 2007; Smith et al., 2009; Sridharan, Levitin, & Menon, 2008).

In the Kober et al. (2008) analysis, we identified two functional groups in emotion (core limbic and paralimbic) that involve regions that are most relevant to PTSD. These are the brain regions that have been traditionally considered intrinsically emotional in nature because these groupings include brain regions that are involved in representing and regulating a person’s autonomic state and changes in homeostasis. These include areas related to processing salience and uncertainty (the amygdala; Whalen, 1998; Weierich et al., 2010), subcortical control of autonomic and hormonal responses (the periaqueductal gray and lateral hypothalamus), cortical control of autonomic and hormonal responses (ventromedial prefrontal cortex and ventral anterior cingulate cortex; Ongur, Ferry, & Price, 2003), representing internal sensations from the body (anterior insula; Craig, 2002), and areas that integrate somatosensory information into higher-order multimodal representations (lateral orbitofrontal cortex; Ongur et al., 2003).

In psychological terms, these two groupings correspond to the domain of affect. One ingredient in all psychological construction models is some form of information from the body such as raw somatic, visceral, vascular, or motor cues (James, 1884), affect (Harlow & Stagner, 1932; Hunt, 1941; Wundt, 1897/1998), arousal (Duffy, 1957; Mandler, 1975, 1990; Schachter & Singer, 1962) or what we refer to as core affect (Barrett, 2006c; Barrett & Bliss-Moreau, 2009; Russell, 2003; Russell & Barrett, 1999).

---

1 Intrinsic connectivity networks are identified by examining correlations in low-frequency signals in functional magnetic resonance imaging (fMRI) data recorded when there is no external stimulus or task (hence this misnomer “resting state” or “default” activity; Beckmann, DeLuca, Devlin, & Smith, 2005; Biswal, Yetkin, Haughton, & Hyde, 1995; Buckner & Vincent, 2007; Fox et al., 2005; Greicius, Krasnow, Reiss, & Menon, 2003). The temporal dynamics of these low-frequency signals reveals networks of regions that increase and decrease in their activity together in a correlated fashion.

---

Table 2. Functional Groupings Identified by Kober et al., 2008

<table>
<thead>
<tr>
<th>Grouping</th>
<th>Key brain areas</th>
<th>Psychological ingredient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Core limbic</td>
<td>Amygdala/left hippocampus, thalamus extending into the periaqueductal gray, ventral striatum, and lateral hypothalamus</td>
<td>Core affect</td>
</tr>
<tr>
<td>Lateral paralimbic</td>
<td>Ventral striatum, ventral-posterior insula, dorsal-anterior insula, ventral interior insula/posterior orbital gyrus, and temporal pole</td>
<td>Core affect</td>
</tr>
<tr>
<td>Medial posterior</td>
<td>Posterior cingulated cortex/primary visual cortex (occipital lobe)</td>
<td>Conceptualizing/visual processing</td>
</tr>
<tr>
<td>Medial prefrontal cortex group</td>
<td>Dorsal and pregenual subsection of the anterior cingulate cortex, dorsal medial prefrontal cortex</td>
<td>Conceptualizing</td>
</tr>
<tr>
<td>Cognitive/motor</td>
<td>Frontal operculum, bilateral inferior frontal gyrus, and the presensory motor area/left middle frontal gyrus</td>
<td>Executive attention/language/motor</td>
</tr>
<tr>
<td>Lateral occipital/visual association</td>
<td>Right and left lateral occipital gyrus, right occipital/temporal cortex, cerebellum</td>
<td>Visual processing</td>
</tr>
</tbody>
</table>
The network producing core affect connects information within the body to information outside of the body and in doing so helps determine the personal salience of external stimuli and helps coordinate a behavioral response. In most cases the response is adaptive; nonadaptive behavioral responses may well contribute to psychopathology. Core affect is present in every waking moment of life (as the brain is always processing and presenting sensory input from the body), and is often represented consciously as a feeling of pleasure or displeasure with some degree of arousal (Barrett & Bliss-Moreau, 2009). Because changes in core affect are rooted in representations of sensory input from the body, they are not only influenced by psychological events; affect can change because of hormonal fluctuations, insulin levels, sleep, or many other processes that influence homeostasis. Nonetheless, humans typically experience core affect in psychological terms, as changes in a barometer that help them recognize and respond to salient cues in the environment. One of the abnormalities associated with PTSD involves disruptions in affect (Bovin & Marx, 2011) in both positive (e.g., emotional numbing may represent problems with appetitive responding) and negative (e.g., hypervigilance, intrusive symptoms) states and associated behaviors (Litz & Gray, 2002).

Sensory input from the body might be represented very precisely, but it is experienced in very general terms (as combinations of valence and arousal) because people tend not to be interoceptively sensitive (for reviews, see Barrett, Quigley, Bliss-Moreau, & Aronson, 2004; Cacioppo, Berntson, & Klein, 1992). Just like with any sensory input, representations of bodily sensations must be made meaningful. Two of the functional groupings in the Kober et al. analysis might accomplish this meaning-making process. These functional groups make up the so-called default network or long-term memory network consisting of areas of the ventromedial prefrontal cortex, posterior cingulate/retrosplenial cortex, inferior parietal lobule, lateral temporal cortex, dorsal medial prefrontal cortex, and the hippocampal formation. This network is active whenever people engage in spontaneous, highly associative mental activity (Raichle et al., 2001), construct an imagining of the future or a memory of the past (Buckner & Carroll, 2007), or construct a perception of the present (Bar, 2007). This grouping of brain regions has been called the episodic memory network (e.g., Vincent et al., 2006), the prospective brain (Schacter, Addis, & Buckner, 2007) and the network involved in self-referential processing (see Mitchell, 2009). It is active during context-sensitive object perception (Bar, 2009), and theory of mind (Saxe & Kanwisher, 2003). It is also implicated in first impressions, fictitious imaginings, emotion regulation, and moral decision making, as well as in emotion experience and perception (for reviews see Adolphs, 2001; Bar, 2007; Blakemore, Winston, & Frith, 2004; Buckner, Andrews-Hanna, & Schacter, 2008; Lane & McRae, 2004; Ochsner et al., 2004; Wager et al., 2008). We believe this network plays a role in retrieving information about the past to conceptualize incoming information to construct the present moment. This conceptualization involves reactivation of prior experience to make the present moment meaningful in a way that involves episodic projection or simulation, forming what Edelman (1989) refers to as “the remembered present.” It is not surprising, then, that this network is critical to the phenomena that psychologists refer to as categorization, memory, and conceptual knowledge. In psychological terms, this psychological process makes the current sensory array meaningful in an ongoing, automatic, and effortless manner. We have elsewhere referred to this process as categorization or situated conceptualization (Barrett, 2006b; Wilson-Mendenhall, Barrett, Simmons, & Barsalou, in press).

The Kober et al. analysis produced another functional group containing key nodes in executive attention and language networks involving the inferior frontal gyrus and frontal operculum, and

extending to the ventral lateral prefrontal cortex, as well as the anterior temporal lobe that is associated with language. The inferior frontal gyrus and frontal operculum are thought to be involved in tasks requiring cognitive control: These include task switching, working memory, and response inhibition (e.g., Aron, Fletcher, Bullmore, Sahakian, & Robbins, 2003; Aron, Shohamy, Clark, Myers, Cluck, & Poldrack, 2004; Badre, Poldrack, Pare-Blagoev, Insler, & Wagner, 2005; Martin & Chao, 2001; Poldrack et al., 1999; Wagner, Jonides, Smith, & Nichols, 2005; Wagner, Maril, Bjork, & Schacter, 2001). The ventral lateral prefrontal cortex has been implicated in the retrieval, maintenance, and manipulation of conceptual knowledge stored elsewhere in the brain (Gabrieli, Poldrack, & Desmond, 1998; Martin & Chao, 2001; Poldrack, et al., 1999; Wagner et al., 2001). Recent findings link the anterior temporal lobe to the representation of abstract social categories (e.g., Ross & Olson, 2010; Zahn et al., 2009). In the conceptual act model, we had hypothesized that both executive function (Barrett, 2009a; Barrett, Tugade, & Engle, 2004) and language (especially mental state words like the emotion words that anchor emotion categories) are an important ingredient in emotion (Barrett, 2006b; Barrett, Lindquist, & Gendron, 2007; Barrett, Mesquita, & Gendron, in press; Lindquist & Barrett, 2008b).

From a psychological construction perspective, then, instances of emotion (as well as other mental states like memories and perceptions) involve constant streams of affect and sensory cues from the world that are made meaningful. Sensory cues are shaped into meaningful percepts by prior knowledge about the world that over time the brain has organized into categories. This categorization process is managed by an attentional matrix in the brain that involves (among other things) executive function. So, for example, when your heart is racing and you see a snake in the woods, that instance falls into the category of fear. But if your heart was racing and you saw a snake in a pet shop, it might fall into the category of excitement, especially if you are an 11-year-old girl hoping for a pet. Or it might belong to the category of irritation if you are the parent who does not want yet another pet in the house. This type of process may appear completely unintuitive and frankly difficult to believe or accept. But it is not that different from what happens in speech perception or in vision. Top-down knowledge from the perceiver is necessary to make the incoming sensory input meaningful.

A Psychological Construction Approach to PTSD

From a psychological construction approach, disorders of mental life result from dysregulation of basic psychological ingredients or how those processes influence and constrain each other. Particular configurations of symptoms in PTSD might result from enhanced affective reactivity resulting from an overactive nervous system. Or symptoms could derive from a contextually impoverished conceptual system that is used to make meaning of the affective reactivity and transform it into fear, anger, or sadness, or even perceptions of the world as threatening. They could stem from reducing executive function that manages conceptual activations or a focus on internal versus external sources of information. Finally, they could be produced by any combination of the above. In normal life, some changes in homeostasis are experienced as physical symptoms (e.g., heart racing from too much coffee), some as affect (e.g., feeling wound up or tired), as emotions (e.g., as anger or fear), and some as perceptions of the world (e.g., a person is mean or food is delicious). In PTSD, perhaps a higher base rate of changes in homeostasis (hyperarousal) provide a greater opportunity for physical events to be experienced and acted on as psychologically meaningful. Given the relative novelty of the conceptual act model, and the early stage of theory building within this theoretical framework, the value of a psychological construction approach can be gauged by the extent to which it is generative and opens up new avenues for understanding the heterogeneity within the disorder as well as the commonalities between disorders such as panic disorder and PTSD.

Core affect in PTSD. An amygdala-salience hypothesis provides another way to think about the theoretical importance of amygdala hyperresponsivity in PTSD. Instead of understanding PTSD as an exaggerated activation of fear circuitry, it is possible that information from the world has stronger affective value—it is more motivationally salient and homeostatically relevant, even when it ought not to be. This interpretation is consistent with recent findings that the amygdala is part of an intrinsic brain network that helps to determine the personal or motivational salience of an object or event (Menon & Uddin, 2010; Seeley et al., 2007; Sridharan et al., 2008), a process that is often, but not always, associated with fear. Neutral stimuli might not acquire fear-eliciting properties in PTSD (Bush, Schafe, & LeDoux, 2009; Keane, Zimering, & Caddell, 1985; Mineka & Zinbarg, 2006), but might instead be coded as inherently uncertain and of unrelenting personal relevance. The result could be an abnormally autonomic reactivity (associated with hyperarousal), which then the perceiver must make meaningful in some way (perhaps via mentalizing with the reactivation of prior experience). Some have suggested that hyperarousal is an important but often neglected aspect of PTSD (Kemp et al., 2009). Longitudinal research demonstrates that levels of hyperarousal shortly after experiencing a traumatic event are more predictive of later PTSD symptoms than are the other symptom clusters (e.g., Marshall et al., 2006; Schell, Marshall, & Jaycox, 2004). Such an interpretation might also help explain why amygdala hyperreactivity is also observed in depression and schizophrenia, and in a host of stress-related responses. This constant state of hyperarousal could well translate into the conscious experience of feeling on edge and unpleasantly aroused. The Etkin and Wager (2007) meta-analysis showed that individuals with PTSD have hyperreactivity in the anterior insula. This portion of the insula is evolutionarily recent (and perhaps unique in humans) and is involved in the conscious representation of affective feelings that
arise from interoceptive sensory cues from the body (see Craig, 2002, 2009).

**The link between hyperarousal and reexperiencing/intrusive symptoms.** Speculating even further, it might be the case that the heightened amygdala response, combined with a reduced cortical oversight of autonomic responses, produces a situation where core affect is more linked to internal representations (related to reactivation of prior experience) versus more fully elaborated representations of the external world with all the contextual information that brings the present moment to life in a vivid and real way. This idea, that PTSD can be characterized by the salience of internal thoughts and feelings (as opposed to engagement by events and objects in the external world that are salient) is somewhat consistent with Brewin and colleagues' dual representation theory of intrusive symptoms (Brewin, Dalgleish, & Joseph, 1996; Brewin et al., 2010) where individuals with PTSD are thought to represent uncontextualized perceptual images and details from the past that lead to hyperarousal and intrusive symptoms, but they fail to construct more contextually nuanced aspects of memory. This hypothesis is consistent with the hypoactivation in the anterior hippocampus and parahippocampal gyrus observed in PTSD in the Etkin and Wager neuroimaging meta-analysis. It is also consistent with recent evidence of enhanced “default network” connectivity observed in PTSD during a functional working memory task when typically individuals should be less internally focused and more externally focused (Daniels et al., 2010).

In addition, it is well documented that the amygdala interacts with important memory structures or systems such as the hippocampus that help facilitate the encoding of consciously accessible episodic memories (for a recent review, see Dere, Pause, & Pietrowsky, 2010). In addition, high levels of affective arousal often enhance the vividness with which affective details of a memory are experienced, often to the exclusion of other less evocative details (Kensinger & Schacter, 2008), potentially leading to symptoms related to reexperiencing. Although there are several existing neuroimaging studies that examine activations in brain regions associated with attention to internal mental activity, in these studies termed the default network (Bluhm et al., 2009; Lanius, Bluhm, et al., 2010; Lui et al., 2009), methodological limitations and analytic choices preclude us from drawing conclusions about the exact nature of internal versus external focus in posttraumatic symptomatology. Nonetheless, the Etkin and Wager meta-analysis did find PTSD to be selectively associated with greater reactivity in the precuneus area of the parietal cortex, and this brain region is part of the intrinsic network that is associated with self-relevant, mentalizing, and a focus on internally generated thoughts and experiences. We believe that these concepts represent an important avenue for future research to pursue.

The idea that enhanced arousal might lead to an internal focus could also be explored in terms of the most basic aspects of cortical arousal. There is neuroanatomical evidence that the paralimbic cortex along with the amygdala projects to the ascending reticular activation system that regulates the degree of cortical arousal and processing of sensory information from the world through the thalamus. As detailed by Parvizi and Damasio (2001), the ascending reticular activation system originates in a variety of reticular nuclei in the brainstem and can activate widespread regions of the cortex through multiple routes. Not only do these brainstem nuclei project directly to multiple cortical areas, but they also indirectly activate cortical regions via several different brain areas such as the intralaminar and reticular nuclei of the thalamus and basal forebrain nuclei. The vast majority of pathways of the ascending reticular activation system are ascending, projecting to higher cortical areas. These widespread projections terminate in many networks that contribute to memory and attentional processes associated with PTSD. There is only one primary descending pathway that projects to the ascending reticular activation system and areas in the basal forebrain that regulate cortical activity, and this descending pathway originates from the amygdala and other areas of the paralimbic ventromedial prefrontal cortex (Mesulam, 2000). It is in this way that core affective circuitry can entrain the rest of the cortex to influence levels of cortical arousal and help to regulate the neural assemblies that form the core of consciousness (Edelman & Tononi, 2000). This interpretation, at least on the surface, is consistent with findings that parts of the core affect network (e.g., anterior insula) are part of an attentional switching network (Corbetta et al., 2008) that helps to regulate between attention to the world and attention to internal mentation. To the extent that core affect is not well yoked to what is going on in the external world, and therefore requires processing to be made meaningful, it might cue the brain to select internal representations for increased attention over external sensory input.

The notion that internal sensations such as physiological arousal can trigger intrusive symptoms is consistent with many theoretical models of PTSD. For instance, according to Fox's affective processing theory (e.g., Fox, Huppert, & Cahill, 2006), which was heavily influenced by Lang's (1979) bioinformational model of emotion, traumatic memories are networks made up of meaning, memory, context, stimulus, and response elements. So, a physiological response that is part of the response element of this network could prime the activation of other parts of the network and trigger intrusive symptoms. Although empirical investigations of physiological activity as triggers for intrusive symptoms are sparse, an investigation of acute stress disorder demonstrated that a hyperventilation challenge task produced a greater increase in trauma memories in participants with acute stress disorder compared to those without. This is consistent with the notion that elevated arousal can trigger intrusive symptoms (Nixon & Bryant, 2005). Thus, one important factor that could account for the heterogeneity of intrusive symptoms is the nature of the triggering event—mental state or external stimulus.

Nonetheless, for a psychological construction account of PTSD to be a profitable approach to understanding the basic ingredients...
that underlie the variety in reexperiencing symptoms, a more detailed and comprehensive accounting of the heterogeneity in intrusive symptoms is also necessary. Current models (e.g., Brewin et al., 2010; Ehlers & Clark, 2000; Rubin et al., 2008) offer several candidates: (a) the controllability of the memory (i.e., automatically activated vs. more voluntarily retrieved); (b) the degree to which a memory is represented in conscious experience; (c) the degree to which the memory involves raw sensory experiences (e.g., imagery) versus other more abstract representations tied to language; (d) the degree to which the memory is fragmentary or organized into a coherent narrative, which might not be independent of (c) above; (e) the involvement of physiological activity or representations of physiological activity; (f) whether the memory is experienced from a first- or third-person perspective; and (g) the temporal–spatial qualities of the memory (i.e., was it experienced as if it were happening in the current moment or in the distant past).

In addition, how a traumatic memory is triggered is likely to be an important factor in the processes involved in the memory. A memory could be initiated exogenously by external stimuli, or endogenously by other memories or internal sensations. Experimental research in PTSD has almost exclusively focused on exogenously triggered memories, and a more thorough accounting of endogenously triggered memories would contribute to a more comprehensive understanding of intrusive symptoms. Given that one of the primary functions of the default network (discussed above) is to activate associations stored in memory to generate predictions about the future (Bar, 2009), research elucidating the role of the default network in PTSD will likely involve understanding how memory systems can endogenously trigger intrusive symptoms.

Changes in executive attention in PTSD. A psychological construction approach suggests several novel hypotheses regarding the ways in which another psychological ingredient—executive attention—might be disrupted or altered in PTSD. Attentional processes play a key role in PTSD. Multiple DSM-IV (APA, 1994) criteria specify disrupted attentional processes including dissociative processes that can occur during reliving experiences (Criterion B3), the distractibility associated difficulties in concentrating (Criterion D3), and the pathological alertness associated with hypervigilance (Criterion D4). Several experimental investigations have also documented abnormalities across multiple domains of attention including enhanced detection of threatening information (i.e., attentional facilitation; e.g., Bryant & Harvey, 1997), difficulties disengaging from threatening information (i.e., attentional interference; e.g., Pineles et al., 2009), and problems with more effortful top-down types of attention such as working memory (e.g., Shaw et al., 2009; for relatively recent reviews of the PTSD-attention literature see Constans, 2005; Shipherd & Salters-Pedneault, 2008).

To understand these symptoms, it might be helpful to consider the concept of an “attentional matrix” (Mesulam, 2000). At any given moment, numerous internal and external sources of stimulation compete for our limited processing resources. Mesulam (2000) defines attention as a generic term that describes a variety of processes involved in deciding “which of many suitable mental or external events will have preferential access to the narrow portals of consciousness and action... At the psychological level, attention implies a preferential allocation of processing resources and response channels to events that have become behaviorally relevant. At the neural level, attention refers to alterations in the selectivity, intensity, and duration of neuronal responses to such events” (p. 174). The processes making up this attentional matrix range from automatic processes that are exogenously stimulus-driven, bottom-up, reflexive (i.e., exogenous attention) to controlled processes that are top-down and goal-directed (i.e., endogenous attention; Barrett, Tugade, et al., 2004). More recently, we have distinguished between goal-based attention, where attention is applied because the person has a goal to perform a task, and affective attention, where attention is applied to certain representations because they are of affective value. These are not competing forms of attention, but instead they work together in complex ways to determine what is salient to a person at a given moment in time. Over the past decade, neuroimaging studies have identified multiple intrinsic connectivity networks that correspond to these different forms of attention, and these networks interact to guide the control and expression of attention (e.g., LaBerge, 2002; Menon & Uddin, 2010; Sridharan et al., 2008). It is possible that some of the symptomatic presentations in PTSD involve disruption in one or more of these attentional networks. For example, a recent neuroimaging study of working memory involving nontrauma-related stimuli in participants with PTSD (vs. without) found a relative inefficiency in allocating resources to different processes contributing to working memory (i.e., updating vs. maintaining information) in those with PTSD, perhaps due to an increased reliance on these resources to manage the associated hyperarousal (Shaw et al., 2009). Although such findings are tantalizing, a more direct test of this hypothesis awaits future research. Take, for example, the Etkin and Wager (2007) meta-analysis where individuals with PTSD showed hyperactivation in inferior parietal cortex; this brain region is part of the attention switching network reported by Corbetta and colleagues (2002, 2008), is often associated with visuospatial processing of information in the immediate surroundings, and it is also part of the mentalizing network described by Buckner and colleagues (Buckner, & Carroll, 2007, Buckner et al., 2008). These findings illustrate that a closer examination of this parietal area might be instructive in PTSD because adjacent yet distinct regions of the parietal lobe can be activated in a push–pull manner by top-down attention to memory versus the external environment (Sestieri, Shulman, & Corbetta, 2010, p. 8453). For the moment, it is difficult to test this hypothesis with existing neuroimaging studies of attention in PTSD because they do not report their findings in a way that allows parsing apart these intrinsic networks.
Nonetheless, interesting and testable hypotheses regarding attentional processes contributing to PTSD arise when adopting a psychological construction perspective. For instance, one viable hypothesis is that dissociative processes often experienced by individuals with PTSD are the result of an overactive mentalizing long-term memory network or the failure of core affect to activate attentional networks to attend to the external environment to more fully encode and represent context in a nuanced and detailed way, or both. The hypervigilance exhibited over and over again by individuals with PTSD could well be associated with a breakdown in communication among networks. Likewise, the distractibility associated with PTSD could stem from a combination of the networks that interact to determine the expression of attention, for example, the interaction of inefficient executive attention (Shaw et al., 2009), core affect characterized by high arousal, an overactive mentalizing network, and the processes described above related to dissociation and vigilance.

CONCLUDING REMARKS

In this article, our goal was to introduce the psychological construction approach as a way of understanding the brain basis of PTSD, while offering new interpretations and insights for future research. This kind of psychological construction approach, though uncommon in psychology, is consistent with many recent transdiagnostic or unified approaches that attempt to identify psychological and biological processes that are common to many types of psychopathology (e.g., Fairholme, Boisseau, Ellard, Ehrenreich, & Barlow, 2010; Harvey, Watkins, Mansell, & Shafran, 2004; Kendler, 2008; Kring, 2008). It is consistent with the research domain criteria approach recently proposed (Sanislow et al., 2010). Underscoring the wide applicability of this approach, the psychological construction approach is also consistent with current neurotransmitter models of anxiety, which recognize that many neurotransmitters and receptors serve multiple, and often contrasting, roles in the modulation of anxious states depending on the precise cerebral circuits with which they interact (e.g., Millan, 2003). Taken together with these transdiagnostic approaches to mental illness, a psychological construction perspective helps to recognize that current psychiatric diagnostic categories, like other complex psychological categories (e.g., emotions), are at once heterogeneous and also the products of more general causes that might also go awry in other mental disorders. Furthermore, a psychological construction approach can help explain the increasing realization that psychiatric categories (like any other complex psychological category) are not natural kinds. As Haslam (2002) recently wrote, “the naïve-realist or objectivist position that mental disorders are essence-based, classically definable, objectively grounded, and discovered by carving psychiatric nature at its joints has generally taken a beating” (p. 203). Hopefully, this realization can facilitate efforts to overcome the divide that exists between integrative neuroscience and clinical research (Sanislow et al., 2010) and inform efforts to refine the measurement of PTSD symptoms and elicitate underlying processes that can be targeted by interventions.

In our psychological construction approach to PTSD, we have suggested the dysregulation in one basic psychological ingredient—core affect—represents a key feature of the disorder, although the way that affect manifests itself (as changes in homeostasis, felt experience, or even cortical arousal) remains an important avenue for future research. We should be careful to point out that we do not propose core affect is specific to this disorder, in that disruptions in core affect are common to almost all mental illness categories (Kring, 2008), nor do we imply that it is the core feature of the disorder, in that it is just one ingredient in the family of recipes that create PTSD experiences.

Furthermore, we considered other ingredients that might constitute the recipes of PTSD, including a focus on internal mentalizing potentially at the expense of context-sensitive perceptions of the external world. Such anchoring in the head, instead of in the world, if it were identified in PTSD, might be supported by executive attention and/or the kind of affective attention that results from hyperarousal. These ingredients (e.g., core affect characterized by high arousal and goal-based attention hypersensitive to threat) likely contribute to both the emergence and the qualities of the intrusive symptomatology that is central to PTSD. We hope that our ideas, while just a sketch, provide a context that might help to develop models (perhaps several are needed depending upon the nature/level of the inquiry) that can account for the complexity of PTSD and the brain in the most parsimonious manner to meaningfully inform clinical assessment, conceptualizations, and interventions.

For the present, a psychological construction approach to PTSD can concretely contribute to clinical assessment and treatment by refining the precision of assessment measures. A psychological construction approach could help guide the development of a psychologically sound and valid measure that captures the heterogeneity of the intrusive and reexperiencing symptoms experienced by individuals diagnosed with PTSD. As already discussed, a variety of trauma researchers (e.g., Brewin et al., 2010; Dalgleish, 2004) have recognized the importance of better understanding the heterogeneity of intrusive symptoms associated with PTSD. However, the lack of a comprehensive model accounting for this heterogeneity and a psychometrically sound measure to assess this heterogeneity has limited research efforts in this area. For instance, Items B-1 and B-2 of the Clinician Administered PTSD Scale (CAPS; Blake et al., 1995), considered the gold standard for assessing PTSD, ask interviewees if they have had “unwanted memories” or if they have ever gotten “emotionally upset when something reminded you of (Event).” The corresponding items of the Posttraumatic Checklist (PCL; Weathers, Litz, Herman, Huska, & Keane, 1993) assess the occurrence of “repeated, disturbing memories, thoughts or images” (one single item) and “feeling very upset when something reminded you of a stressful experience. . . .” The vagueness of this language is unlikely to lead to a comprehensive understanding of
intrusive symptoms, though it must be acknowledged that this is not the goal of either measure. The vast cognitive and affective neuroscience literature that details the nature of multiple memory mechanisms could greatly contribute to the development of a comprehensive theoretical account and psychometrically sound measure capturing the heterogeneity of PTSD.

Finally, psychological construction not only offers a somewhat different take on the causes and descriptions of PTSD, but it also suggests important methodological implications for neuroimaging studies of PTSD. Traditional approaches to understanding the brain basis of psychopathology have typically focused on identifying the neural basis of a particular process by using a specific task to isolate that process. Over the past few years there has been an increased recognition that fully understanding the neural networks and interactions among these networks that produce a mental state or behavior also requires examining data across multiple tasks (e.g., Kober et al., 2008; Poldrack et al., 2009). The vast majority of studies examining the neural circuitry of PTSD have adopted the former, more traditional specific task approach; we suggest that a multiple task approach is more likely to bear fruit. Furthermore, there should be a focus on studies that attempt to isolate and model underlying psychological primitives, in combination with studies that attempt to understand symptoms as the dynamic interplay (under specific conditions) between the brain networks that realize different psychological ingredients. Finally, an explicit comparison of PTSD to other disorders (not just anxiety disorders, but also to depression and other classes of mental illness) will protect researchers from making claims about the specificity of brain regions or networks in PTSD that are manifest in other disorders as well and are very likely to be better understood as general processes that contribute to both regulated and dysregulated mental life.
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