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ABSTRACT

Electrodermal Activity (EDA) – a peripheral index of sympathetic nervous system activity - is a primary measure used in psychophysiology. EDA is widely accepted as an indicator of physiological arousal, and it has been shown to reveal when psychologically novel events occur. Traditionally, EDA data is collected in controlled laboratory experiments. However, recent developments in wireless biosensing have led to an increase in out-of-lab studies. This transition to ambulatory data collection has introduced challenges. In particular, artifacts such as wearer motion, changes in temperature, and electrical interference can be misidentified as true EDA responses. The inability to distinguish artifact from signal hinders analyses of ambulatory EDA data. Though manual procedures for identifying and removing EDA artifacts exist, they are time consuming – which is problematic for the types of longitudinal data sets represented in modern ambulatory studies. This manuscript presents a novel technique to automatically identify and remove artifacts in EDA data using curve fitting and sparse recovery methods. Our method was evaluated using labeled data to determine the accuracy of artifact identification. Procedures, results, conclusions, and future directions are presented.

1. INTRODUCTION

Electrodermal Activity (EDA), a peripheral measure of sympathetic nervous system activity, is a widely accepted indicator of autonomic and psychological arousal [1], [2]. EDA measures changes in electrical potential on the skin surface due to eccrine sweat gland activity. EDA has long been used to study a variety of physiological topics, including stress, emotion, depression, anxiety, attention, and information processing [3], [4], [5], [6]. Although EDA has been widely used in the psychological literature, relatively little work has directly addressed detection of artifacts and noise in EDA signals. Traditionally, robust artifact detection has not been necessary due to the low prevalence of noise and artifacts in laboratory collected data [4]. However, recent developments in wireless biosensing has increased the number of long-term, ambulatory studies [4], [7], [8]; increasing the need for a robust, automatic way to detect and remove artifacts and noise from signals.

EDA signals are built up of three components that are often separated for analysis: skin conductance level (SCL); skin conductance response (SCR); and artifacts. SCL refers to slowly fluctuating tonic levels. These are typically used to evaluate general trends in activity and levels of activation. SCL can vary widely, typically between 2-20 µS, within and between individuals due to environmental and personal factors [1], [2]. Given this variability, it is not uncommon to remove the tonic response during between-person analyses. SCR refers to quick, high-frequency responses superimposed on the tonic level. They can be characterized by rise time, amplitude, and half recovery time. In healthy adults, rise time is usually between 1 and 3 seconds, amplitude often varies (a minimum is commonly set between .01 and .05 µS), and half recovery time is typically between 2 and 10 seconds [2]. Figure 1 shows the typical shape and parameters used to describe an SCR. The third component of EDA data is artifact. These responses can be caused by many factors, including physical movement, environmental factors such as changes in ambient temperature, and electrical noise [9]. Artifacts can be challenging to identifying because they are often similar in shape and phase to SCRs, making identifying and distinguishing between artifacts and SCRs a challenging and manually intensive endeavor.
1.1 Current Methods

Current approaches to removing artifacts from EDA data involve applying exponential smoothing [5], low pass filtering [3], [10], [11] or manual visual inspection procedures. Though each of these methods work well when applied to data collected in a lab, they may not extend well to ambulatory data wherein the data collection environment is less controlled. Exponential smoothing and low pass filtering are widely used in the literature, but typically they only smooth out low amplitude artifacts and are less effective on higher magnitude responses which are more common in naturalistic ambulatory settings [2]. Additionally, filter cutoff frequencies are based only loosely on prior knowledge of typical characteristics of SCR shape, and vary widely study to study (1 and 5 Hz). The cutoff frequency ultimately chosen for a study is specific to that particular study, making generalization difficult [9]. Manual inspection is prone to varying interpretations, particularly given the similarities between SCRs and artifacts. Additionally, many ambulatory studies collect data for hours or days, making manual inspection infeasible [4]. One technique used to overcome some of the challenges posed by similarities in SCRs and artifacts is to collect EDA data from multiple sites (i.e., both wrists). In this scenario, only SCRs simultaneously identified in EDA signals from bilateral sites are considered as valid, disregarding the rest as artifacts. However, this still requires manual inspection and collection from multiple sites which may not be feasible or tolerated in ambulatory studies [6], [10].

A recent study applied machine learning techniques to automatically identify EDA artifacts [9]. It was found that Support Vector Machines (SVM) with a radial basis function was successfully able to distinguish between clean and noisy sections of data with test accuracies of about 96%. While this method addresses the issue of missing high magnitude artifacts, it performs classification by sectioning the data. This can introduce additional issues, including: (1) if there are multiple responses in a section (including artifacts and SCRs) there is no way to classify them individually; (2) an SCR or artifact could be missed if split between two sections; and (3) noisy data may still require manual cleaning.

Our previous work proposed the use of a sparse recovery algorithm, specifically orthogonal matching pursuit (OMP), to address the need for automatic SCR and artifact detection [12]. Sparse recovery is a technique that can be used to estimate a signal by linearly adding columns from a dictionary of predefined waveforms. Sparse recovery algorithms aim to solve for $\gamma$ using, $D\gamma = x$ where $D$ is the dictionary, $x$ is the original signal, and $\gamma$ is a coefficient matrix which gives the weight of the dictionary columns that can be used to estimate the original signal [13]. Dictionaries are typically represented through a matrix where each column, called atoms, represent a specific waveform. Dictionaries are designed to be fat matrices, meaning a single exact solution to the above equation does not exist. Instead, greedy approaches are used to solve for $\gamma$ as an approximation [13]. The most popular greedy approaches fall under the category of Matching Pursuit (MP) algorithms, one of which is the OMP algorithm. Our previous work showed that sparse recovery could be used to successfully identify SCRs in lab collected data, but did not apply OMP to artifact identification. The current work aims to extend that methodology to identify artifacts.
1.2 Our Contributions

In our previous work, we showed that an OMP methodology could be successfully used to identify SCRs in lab collected EDA signals with 69% accuracy. Additionally, we showed that SCRs and artifacts were separable after fitting both with the Bateman equation [12]. Using similar methodologies to our prior work, our contributions in this manuscript are 2-fold:

1) We show the effect that different filters have on SCRs and artifacts, specifically focusing on maintaining the shape of SCRs while removing artifacts.

2) We demonstrate that artifacts can be successfully identified using sparse recovery with high accuracy.

In this study, we analyzed 10 EDA signals from a pediatric pain study that collected data in natural clinical settings [8], [14]. Using expert human labels as the ground truth our proposed method allowed us to label SCRs and artifacts with an average accuracy of 85%. Additionally, an investigation of filters showed that using between a .35 Hz and .5 Hz low pass filter gave the best ability to distinguish between SCRs and artifacts.

2. METHODS

2.1 Experimental Data

Data used in this study was collected as part of a larger study evaluating pain in youth after surgery. Ambulatory data was collected using wireless biosensors worn on both wrists by youth after laparoscopic appendectomy. Trials were run at three intervals: within 24 of surgery; within 48 hours of surgery; and after clinical resolution of pain. For this work, an expert rater (author A.U trained by author R.P) completed labeling of SCRs and artifacts was completed for 5 randomly selected files. Each file contained data collected from both the right and left wrists. To label each file, an algorithm was used to identify possible artifacts and SCRs in the signals. Algorithm-identified artifact and SCRs were then re-evaluated by the trained expert. For both the right and left wrist data, potential responses were labeled an SCR, an artifact, or an SCR plus artifact by the expert. Since the original algorithm was not designed to capture every response in the signal, the labels in each signal provide information for initial testing, but may not create a label for all responses in a signal. The 10 test signals generated 264 labeled SCRs, 70 SCRs plus artifacts, and 43 artifacts.

2.2 Optimal Filtering Analysis

To test the potential of various filters to successfully remove artifacts of various magnitudes, three different low pass filters with cut off frequencies of .35, .5, and 1 Hz were tested. The cutoff frequencies were chosen to match filters used in the literature as well as prior knowledge of SCR rise time. In healthy adults, SCR rise time is typically between 1 – 3 seconds, corresponding to frequencies between .35 – 1 Hz. Any components changing faster than 1 second were therefore assumed to be noise, and were removed before further analysis. Filter performance was evaluated using expert labels provided for each signal as the gold standard for comparison. For each labeled artifact, filter performance was determined using visual inspection and by calculating the mean square error (MSE) and peak amplitude difference between the filtered artifact and original artifact. This performance comparison was repeated for labeled SCRs and SCR plus artifacts.

Differential performance of the 3 different filters was assessed using two-sided Wilcoxon rank sum tests to determine the MSE and amplitude differences across the different filters. Two-side rank sum tests allowed us to determine whether performance of the 3 filters were statistically the same or not. The rank sum test is a nonparametric rank test that assesses equality of the median for two populations. The null hypothesis of the rank sum test assumes that the medians of the two populations are the same, and the alternative hypothesis assumes that the two population medians are different [15].
2.3 Artifact Detection with Sparse Recovery

To identify labeled SCRs and artifacts in the signals, sparse recovery was applied using the same methodology introduced in our previous work. This section aims to provide a brief overview of that methodology. The interested reader is directed to [12] for further details.

**Preprocessing and phasic estimation:** Each signal was preprocessed using optimal filtering (see section 2.2). Signals were then downsampled to provide the lowest possible sampling frequency while avoiding aliasing. Downsampling significantly decreases the run time required to complete sparse recovery, and previous work showed no benefits to using higher sampling frequencies [12]. After preprocessing, tonic level was estimated by finding local minima throughout the signal, then interpolating through the minima using a linear fit. A local minimum was identified if it was greater than 1 second from the previous minimum, and the directional derivative was greater than zero on both right and left edges. Finally, the phasic component of the signal was estimated by subtracting the tonic estimate from the full EDA signal.

**Dictionary Creation:** To create a dictionary for response identification, two different dictionaries were built and tested. The first contained atoms representing artifacts only. The second contained atoms representing both artifacts and SCRs. Each atom in the dictionary was selected based on fitting labeled artifacts and SCRs using the Bateman equation, shown in (1).

$$F(t) = e^{-\frac{t}{\tau_1}} + e^{-\frac{t}{\tau_2}}$$  \hspace{1cm} (1)

In (1), \(t\) is the time over which the SCR or artifact is present and \(\tau_1\) and \(\tau_2\) control the overall shape of the response. To build each dictionary, different \(\tau_1\) and \(\tau_2\) pairs were used to represent different shapes of SCRs and artifacts common in EDA data. The most common parameters were chosen through the use of bivariate histograms.

**Sparse recovery:** The OMP algorithm employed in this methodology, termed batch orthogonal matching pursuit (BOMP) [16], is solved using the optimization shown in (2).

$$\gamma = \text{Argmin}_\gamma \left\| x - D\gamma \right\|_2^2 \text{ Subject To } \left\| \gamma \right\|_0 \leq K$$  \hspace{1cm} (2)

In (2), \(\gamma\) is the estimated coefficient vector, \(x\) is the phasic estimate to be analyzed, \(D\) is the dictionary, and \(K\) is the sparsity constraint. The BOMP algorithm was chosen over a traditional OMP algorithm due to the fact that the BOMP algorithm reduces computational complexity, and therefore analysis time, by introducing a Cholesky factorization [16]. Another difference between traditional OMP methods and BOMP is that BOMP uses sparsity as the stopping criteria for iterations, which further enforces sparsity on the estimates. Using sparsity as the stopping criteria makes \(K\) into a system parameter that needs to be optimized for each signal. To accomplish this, the BOMP analysis was run over a range of \(K\) values, 10 to 200 for each signal, and the best value was chosen based on the calculated performance measures. Figure 2 summarizes the algorithm used to complete BOMP.

---

**Figure 2:** Pseudocode for the BOMP algorithm

```plaintext
1 Input: Dictionary \(D\), signal \(x\), target sparsity \(K\)
2 Initialize: Set \(I := \emptyset\), \(L := [1]\), \(r := x\), \(\gamma := 0\), \(\alpha := D^T x\), \(n := 1\)
3 while sparsity < \(K\)
4 \(\hat{k} := \text{argmax} \left| d_k^T r \right| \)
5 if \(n > 1\)
6 \(w := \text{Solve for } w \{Lw = D^T d_{\hat{k}}\}\)
7 \(L := \begin{bmatrix} L \quad 0 \\
                      w^T \quad \sqrt{1 - w^T w} \end{bmatrix}\)
8 end
9 \(I := (I, \hat{k})\)
10 \(\gamma_I := \text{solve for } c \{LL^T c = \alpha_I\}\)
11 \(r := x - D_I \gamma_I\)
12 \(n := n + 1\)
13 end
14 Output: Sparse representation \(\gamma\) such that \(x \approx D\gamma\)
```

---
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Performance measures: Performance was evaluated based on sparse recovery’s ability to correctly identify the expert labels provided for each signal introduced in section 2.1. To evaluate the performance of the artifact only dictionary, each labeled SCR and artifact was evaluated as follows: a correctly identified artifact was counted as a true positive, a labeled artifact not identified during analysis was counted as a false negative, a labeled SCR identified as an artifact was counted as a false positive, and a labeled SCR not identified during analysis was counted as a true negative. Using these counts, accuracy was calculated. To evaluate performance when using the SCR and artifact dictionary, each SCR and artifact was evaluated as follows: for each labeled SCR or artifact, a true positive was counted if our methodology correctly identified the response, a false positive was counted if a response was labeled as an artifact but identified as an SCR or vice versa, and a false negative was counted if nothing was identified in a section of data that was labeled as having an artifact or SCR. As no data was labeled as no response, there were no true negatives. Accuracy was again calculated using performance counts.

3. RESULTS AND DISCUSSION

3.1 Optimal Filtering Analysis

We tested the effectiveness of 3 low pass filters to remove artifacts without impacting the shape of SCRs. The filters had cutoff frequencies of: .35; .5; and 1 Hz. Results from comparative analyses of the MSE of each SCR and artifact showed no clear difference between the filters. That is, no statistical differences were found between the average MSE values of the 3 filters. Additionally, no statistical differences were found between the MSE for each labeled SCR using the .35 Hz and .5 Hz filters or between the .5 Hz and 1 Hz. However, a statistical difference was identified between the .35 Hz and 1 Hz filters ($p = 2.29 \times 10^{-4}$). A similar analysis of the MSE and average amplitude difference for artifacts and SCRs plus artifact produced similar results, indicating no statistical differences between filters. Table 1 shows average MSE and difference in amplitude calculated across all SCRs and artifacts for each filter.

Table 1: Average mean square error and difference in amplitude for each label type and filter

<table>
<thead>
<tr>
<th>Filter Type</th>
<th>.35 Hz LP Filter</th>
<th>.5 Hz LP Filter</th>
<th>1 Hz LP Filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCR Average MSE</td>
<td>0.025</td>
<td>0.017</td>
<td>0.012</td>
</tr>
<tr>
<td>SCR Average Amplitude difference</td>
<td>0.122</td>
<td>0.103</td>
<td>0.092</td>
</tr>
<tr>
<td>Artifact Average MSE</td>
<td>0.122</td>
<td>0.675</td>
<td>0.410</td>
</tr>
<tr>
<td>Artifact Average Amplitude difference</td>
<td>0.022</td>
<td>0.220</td>
<td>0.173</td>
</tr>
<tr>
<td>SCR plus artifact Average MSE</td>
<td>0.122</td>
<td>0.027</td>
<td>0.019</td>
</tr>
<tr>
<td>SCR plus artifact Average Amplitude difference</td>
<td>0.022</td>
<td>0.132</td>
<td>0.118</td>
</tr>
</tbody>
</table>

Visual inspection showed more distinction between the 3 filters, though no filter completely removed high magnitude artifacts. Additionally, all three filters caused artifacts to be smoothed out, resulting in artifacts looking more like SCRs, and none significantly changed labeled SCRs. After filtering, high magnitude artifacts looked like SCRs when filtered...
with 1 Hz, but were more successfully removed by the .35 Hz and .5 Hz filter. Figure 3a shows an example artifact plotted using unfiltered data and 1 Hz filtered data. The same artifact is shown in Figure 3b, which shows unfiltered data and .35 Hz filter data. It can be seen that the .35 Hz filter mostly removes the artifact, while the 1 Hz filter still shows a response.

Visual inspection of the labeled SCRs before and after filtering also suggested that either .35 Hz or .5 Hz filter would be an optimal cutoff frequency. The 1 Hz filter tended to add extra “bumps” to the signal, as some higher frequency components are allowed through. Due to this, the 1 Hz filter tended to make single SCRs appear as multiple SCRs. This affect is shown in Figure 4 below. Again, the .35 Hz and .5 Hz filters performed similarly and did not have this effect.

Finally, the SCR plus artifact labels were processed with all 3 filters. Results indicated similar issues, suggesting .35 Hz or .5 Hz filters are optimal.
3.2 Sparse Recovery with BOMP

Once an optimal filter was selected (either .35 Hz or .5 Hz), each signal was downsampled and the tonic and phasic components estimated and separated. Before BOMP could be applied, a dictionary containing appropriated basis vectors had to be created, as described in section 2.3. The $r_1$ and $r_2$ values used for SCRs were determined in our previous work, and represent SCRs with a range of SCR lengths between 5 and 30 seconds [12]. The parameter pairs used to represent artifacts were determined after fitting labeled artifacts with (1) and determining the most common $r_1$ and $r_2$ values. This lead to 3 parameter pairs, resulting in the three artifact shapes illustrated in Figure 5.
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Figure 5: Artifact atoms used to create EDA-specific atoms for dictionary creation

Using the artifact only dictionary, BOMP was unable to successfully label artifacts, and produced mostly false positive identifications. The artifact only dictionaries’ poor performance is not surprising given similarities between artifacts and SCRs. Additionally, OMP algorithms will mostly fit to high magnitude responses in the signal, making it more likely that SCRs will be fit before artifacts are considered.

However, the dictionary containing atoms for both SCRs and artifacts resulted in better results, with most files achieving accuracies over 80%. Additionally, the best accuracy for 60% of the files came from the .5 Hz filter, and the best accuracy for the other 40% came from the .35 Hz filter. This matches what was seen when investigating the different filters. The best accuracy achieved for each file and filter is shown below in Table 2, with the maximum accuracy for each file shown in bold.

Table 2: Accuracy achieved using BOMP by file and filter

<table>
<thead>
<tr>
<th>File</th>
<th>0.35 Hz</th>
<th>0.5 Hz</th>
<th>1 Hz</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>85.19%</td>
<td><strong>96.30%</strong></td>
<td>81.48%</td>
</tr>
<tr>
<td>2</td>
<td>53.17%</td>
<td><strong>82.61%</strong></td>
<td>82.61%</td>
</tr>
<tr>
<td>3</td>
<td>73.68%</td>
<td><strong>78.95%</strong></td>
<td>63.16%</td>
</tr>
<tr>
<td>4</td>
<td>82.14%</td>
<td><strong>82.14%</strong></td>
<td>64.29%</td>
</tr>
<tr>
<td>5</td>
<td>64.86%</td>
<td><strong>70.27%</strong></td>
<td>54.05%</td>
</tr>
<tr>
<td>6</td>
<td><strong>75.00%</strong></td>
<td>72.92%</td>
<td>60.42%</td>
</tr>
<tr>
<td>7</td>
<td>85.19%</td>
<td><strong>92.60%</strong></td>
<td>62.96%</td>
</tr>
<tr>
<td>8</td>
<td><strong>80.00%</strong></td>
<td>73.33%</td>
<td>70.00%</td>
</tr>
<tr>
<td>9</td>
<td><strong>88.46%</strong></td>
<td>69.23%</td>
<td>80.77%</td>
</tr>
<tr>
<td>10</td>
<td><strong>86.67%</strong></td>
<td>66.67%</td>
<td>80.00%</td>
</tr>
</tbody>
</table>
4. CONCLUSION

This work showed that an OMP methodology can be successfully applied to identify artifacts in EDA signals with accuracies around 80%. Using an OMP approach to simultaneously identify SCRs and artifacts also removes the need for artifacts to be removed separately, since a single analysis can be performed. Additionally, tests of different filtering cutoff frequencies indicate that, for ambulatory data, lower cutoff frequencies will be better able to remove artifacts while maintaining separability between artifact and SCR shapes. In the future, we hope to extend this study to a larger test set and complete more rigorous comparisons with other methods. Additionally, up to this point our analysis has required the removal of the tonic level before OMP is run. However, the tonic level includes different information that could be valuable to researchers. Investigating the addition of tonic atoms into the dictionary may allow for more robust analysis to be completed.
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