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Dual-process theories of the mind are ubiquitous in psychology. A central principle of these theories is
that behavior is determined by the interplay of automatic and controlled processing. In this article, the
authors examine individual differences in the capacity to control attention as a major contributor to
differences in working memory capacity (WMC). The authors discuss the enormous implications of this
individual difference for a host of dual-process theories in social, personality, cognitive, and clinical
psychology. In addition, the authors propose several new areas of investigation that derive directly from
applying the concept of WMC to dual-process theories of the mind.

Dual-process theories of the mind are ubiquitous in psychology.
There are dual-process theories of attribution (e.g., Trope, 1986;
Uleman, Newman, & Moskowitz, 1996), person perception (e.g.,
Brewer, 1988; Fiske & Neuberg, 1988; Gilbert, 1989; Zárate,
Sanders, & Garza, 2000), stereotyping and prejudice (e.g., Devine,
1989), persuasion (e.g., Chaiken, 1980; Petty & Cacioppo, 1986),
mental control (e.g., Wegner, 1994; Wenzlaff & Wegner, 2000),
self-regulation (Baumeister & Heatherton, 1996; Metcalfe &
Mischel, 1999), emotion (Teasdale, 1999; van Reekum & Scherer,
1997), and personality (Epstein, 1998). A central principle of these
theories is that behavior is determined by the interplay of auto-
matic and controlled processing. In this article, we introduce the
idea that there may be individual differences in the ability to
control attention that help to negotiate this interplay. As we illus-
trate, individual differences in the ability to control attention are a
major contributor to individual differences in working memory
capacity (WMC). As a consequence, what is controllable for one
person may be less so for another. Recently, Baddeley (2001)
referred to such individual differences as “the most prominent
feature in research on the topic (of working memory) in North
America” (p. 857). We examine the concept of WMC as it has
been defined in the literature over the past two decades and discuss
the implications of this individual difference for a host of pro-
cesses relevant to social, personality, cognitive, and clinical
psychology.

The operational definition of WMC is fairly straightforward: It
is the number of items that can be recalled during a complex
working memory task. Complex working memory tasks have
simultaneous storage (maintaining information in an active state
for later recall) and processing (manipulating information for a
current computation) components (Daneman & Carpenter, 1980).
The conceptual definition of WMC is more complex. In fact, there
is no universally agreed upon definition of WMC. There are
several aspects or components to working memory, and individual
differences in working memory function could presumably result
from each of them or from their interaction. Indeed, researchers
have investigated a variety of properties that contribute to individ-
ual differences in working memory (e.g., resource allocation, Just
& Carpenter, 1992; buffer size, Cowan, 2001; processing capacity,
Halford, Wilson, & Phillips, 1998). In the literature, however,
there is a large and consistent body of research to indicate that the
capability to control attention (especially in contexts in which
there are competing demands) is a major determiner of an indi-
vidual’s performance on complex working memory tasks (Engle,
2002; Kane, Bleckley, Conway, & Engle, 2001). This is consistent
with computational modeling views of working memory (e.g.,
Anderson, 1983), as well as neurobiological theories (Miller &
Cohen, 2001). To the extent that it reflects individual differences
in the control of attention, WMC may have a more pivotal role to
play in dual-process functions of the mind than has been previ-
ously considered.

We begin by describing the prototypic dual-process theory, and
the constituent role that WMC may play. Our goal is not to provide
a general review of the working memory concept. Many such
reviews already exist (e.g., Baddeley, 2000, 2001; Baddeley &
Hitch, 1994; Miyake & Shah, 1999; E. E. Smith & Jonides, 1997a,
1997b). And more important, working memory broadly defined is
not the topic of this article. When we refer to individual differences
in WMC, we are not referring to the working memory concept as
a whole, but rather to differences in functioning of what Baddeley
and Hitch (1974) called the central executive, what Norman and
Shallice (1986) called the supervisory attention system (SAS), and
what Posner and DiGirolamo (2000) called executive control. As a
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result, we present a more focused treatment of one component of
the central executive (which itself is only one aspect of working
memory)—the ability to control attention—because managing at-
tention is central to controlled processing. Complex measures of
WMC exist in the cognitive literature and reflect a variety of
influences, but they all measure the ability to control attention, that
is, the ability to keep attention focused on one thing and not let it
be captured by other events, be they in the external environment or
internally generated thoughts and feelings.

We then suggest that the ability to engage in controlled process-
ing in attention-demanding circumstances, especially those that
require the suppression or inhibition of automatic processing, is
related to individual differences in WMC. We propose ways in
which individual differences in WMC may influence research that
is guided by dual-process theories. There are many excellent
reviews of how dual-processes operate in social life (e.g., Chaiken
& Trope, 1999; Wegner & Bargh, 1998), and it is not our purpose
to suggest how individual differences in the ability to control
attention may moderate the effects of each and every theory.
Rather, we offer some examples of how individual differences in
WMC may influence our thinking about automatic and controlled
processing effects more generally. Finally, we discuss an agenda
for new research by suggesting several new areas of investigation
that derive directly from applying the concept of WMC to dual-
process theories of the mind.

Dual-Process Theories

Dual-process theories vary in their specifics and emphasis. Of
late, social psychologists have focused a great deal on the strength
and pervasive influence of automatic processing (e.g., Bargh,
1997, 1999; Bargh & Ferguson, 2000; Chartrand & Bargh, 1999;
Greenwald & Banaji, 1995). Cognitive psychologists, however,
have been more concerned with the science of cognitive control
(e.g., Cohen, Dunbar, & McClelland, 1990; Miller & Cohen, 2001;
Monsell & Driver, 2000) and afford it more importance in infor-
mation processing (e.g., Pashler, Johnston, & Ruthruff, 2001).
Both agree, however, that behavior is determined by the interplay
of automatic and controlled processing, in the following way:
Sensory properties of objects in the environment “capture” atten-
tion. This is termed stimulus-driven, bottom-up, reflexive, or ex-
ogenous attention (Egeth & Yantis, 1997; LaBerge, 2000). The
“cocktail party effect” is a good example of attentional capture
(e.g., Conway, Cowan, & Bunting, 2001). Knowledge structures
(sometimes called schemas, scripts, or concepts, more recently
thought of as states; E. R. Smith, 1998) or internal goal states
(Bargh, 1990, 1997; Chartrand & Bargh, 1996) are activated by
passively “applying attention to those representations,” which, in
turn, initiate or mediate (depending on your metaphor) a sequence
of actions, feelings, or thoughts. This is referred to as automatic
(sometimes called nonconscious, implicit, or heuristic) processing.
It is assumed to be ubiquitous and the normal and default mode of
processing.

Any environment contains an array of stimuli that activate many
representations simultaneously. These compete for behavioral ex-
pression, and the strongest at a given time will control behavior,
thoughts, and feelings. Norman and Shallice (1986) called this
process contention scheduling. A variety of representations are
independently activated in a given context, but stronger represen-

tations will laterally inhibit weaker ones, and the strongest will be
expressed in behavior. Contention scheduling explains the auto-
matic selection of routine thought and behavior. The selected
thought, feeling, or behavior can be incorrect or inappropriate for
the current situation or task, however. In those cases, when conflict
in the system reaches a threshold, something else is needed to
modulate contention scheduling by providing additional activation
or inhibition to already activated representations: the control of
attention.

Controlled attention is also referred to as goal-directed, top-
down, or endogenous attention (Egeth & Yantis, 1997). According
to the traditional dual-process viewpoint, controlled attention de-
termines, to a large extent, the degree to which automatic process-
ing influences thoughts, feelings, and behaviors. For example,
when attention is captured by a stimulus and activates a represen-
tation that is inconsistent with processing goals, or when two goals
are in conflict with one another, attention must be brought under
control to resolve the conflict. In such circumstances, attention will
be applied to maintain or enhance the activation of an already
activated goal-relevant representation (one that was passively ac-
tivated and would otherwise decay over time), deliberately activate
a goal-relevant representation (i.e., to initiate the activation of a
needed representation if it is not already activated), and to suppress
the activation of goal-irrelevant representations. The manipulation
of representations by the control of attention is typically referred to
as controlled (sometimes called conscious, explicit, or systematic)
processing in dual-process theories.

Despite their differences, dual-process theories share the com-
mon idea that thoughts, behaviors, and feelings result from the
interaction between exogenous and endogenous forms of attention.
Both types of attention can be applied to representations to in-
crease or decrease their level of activation. As the activation level
of a representation increases, so does its accessibility, which in
turn increases the probability that it will influence behavior. In
times of conflict, accessibility can be managed (i.e., maintained or
inhibited) during the stream of processing by the control of atten-
tion. In a sense, the “source” of attention (LaBerge, 2000), that is,
whatever mechanism that applies the activation to the representa-
tion, can be thought of as the gateway of accessibility that is the
essence of controlled processing.

Executive Attention and Control

What is this gateway? Norman and Shallice (1986) defined it as
the SAS, which is a limited capacity attentional system that con-
trols the activation of representations in situations that are difficult,
novel, or have competing demands. Recently, the idea of SAS has
been incorporated into models of working memory. Structural
theories of working memory, such as Baddeley’s (1986, 2001;
Baddeley & Hitch, 1974) very popular theory, describe a central
executive that is a limited resource attentional system responsible
for allocating attention to domain-specific storage buffers (akin to
short-term memory [STM] components that serve as a repository
for mental representations that are being kept actively in mind), as
well as managing the allocation, focus, and management of atten-
tion more broadly (Cowan, 2001). Computational (or connection-
ist) views of working memory treat storage and attention elements
as properties of one system (e.g., Anderson, 1983, 1993; Ander-
son, Reder, & Lebiere, 1996; MacDonald & Christiansen, 2002;
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Schneider & Detweiller, 1987) and view the central executive as
managing the activation within long-term memory (LTM); STM
consists of any information that is currently active above a critical
threshold in a network of representations in LTM.

Despite the importance of executive control in understanding
human behavior, the literature is marked by several points of
debate, including how we know when control of attention is
occurring (for a review of issues, see Posner & DiGirolamo, 2000).
One guiding assumption has been that the subjective experience of
having control over our thoughts and actions is the best way of
indicating that controlled processing is underway. This idea began
with James (1890), and it was elaborated on by Helmholtz (1910/
1925), and later by Bargh (1994), who clearly described the
elements of this subjective experience in detail: Controlled pro-
cessing is defined by the subjective experience of awareness (you
are able to self-reflect on your processing attempts), agency (you
experience yourself as the agent of your own behavior), effort (you
experience processing as effortful), and control (you are aware that
automatic processes may be occurring and you are motivated and
able to counteract them). Varieties of automatic process, in con-
trast, were defined by the absence of any feeling of awareness,
intention, effort, or control. The interrelationship between atten-
tion, conscious experience, and control continues to dominate the
distinction between automatic and controlled processing (e.g.,
Bargh & Ferguson, 2000) such that consciousness and control have
been conflated.

The available evidence from the cognitive literature, however,
suggests that although attention control can sometimes occur with
a feeling of conscious deliberation and choice, it need not. Con-
trolled attention can operate at early perceptual stages, influencing
how sensory information is selected, taken in, and processed (for
reviews, see Luck & Hillyard, 2000; Posner & DiGirolamo, 2000;
Shiffrin, 1988) well before subjective experience is generated. For
example, recent evidence gives goal-directed forms of attention a
role in phenomena that we typically experience as automatic (for
a review, see Pashler et al., 2001). Goal-directed processes can
“tune” stimulus-driven forms of attention; the ability of a stimulus
to capture attention (i.e., the reflexive allocation of attention)
occurs more easily when the individual has a goal to attend to the
features of that stimulus in the first place (e.g., Folk, Remington,
& Johnston, 1992; Folk, Remington, & Wright, 1994). These
findings, and others reviewed in Pashler et al. (2001), indicate that
bottom-up, automatic forms of attention are often contingent on
more controlled forms of attention. An excellent example of this is
laboratory priming procedures. Both subliminal and supraliminal
priming procedures activate knowledge representations without a
participant’s awareness, but the effectiveness of the prime is con-
tingent on goal-directed forms of attention. For the prime to have
its effect and automatic processing to take hold, the participant
must have the goal to look at the computer screen (in the case of
subliminal priming) or engage in a problem-solving task (e.g.,
sentence completion or lexical decision task).

These findings have two implications. First, automatic process-
ing is often intrinsically influenced by top-down, endogenous
forms of attention, making it somewhat artificial to separate the
two in practice (a point we return to later in the present article).
Second, and more important to our immediate concern, a con-
scious feeling of control and control of attention can be thought of
as orthogonal, and therefore one cannot be used to indicate when

the other is occurring.1 (Attention may be required for subjective
experience to emerge; Baddeley & Andrade, 2000, but that is
another story.)

One solution to the problem of how to determine when control
of attention is at play is to rely on a functional approach—define
the presence of attention control according to what is required by
the processing context or situation. Luck and Hillyard (2000)
argued that the control of attention occurs at any stage of process-
ing in which interfering information is present. Interference can
occur as the result of competing sensory stimuli (where endoge-
nous attention can help to direct stimulus-driven, reflexive expres-
sions of attention), or because of competing goals. Social psychol-
ogists have argued recently that stimulus-driven attention can
initiate goal-related processing (in addition to activating object-
related representations). Priming studies have shown that proper-
ties of the external world can activate properties of the internal
world (e.g., goals and motivations), which, in turn, proceed to
influence processing and guide behavior in a reflexive way. Ex-
ternal goal activation has been achieved through semantic priming
(Bargh, 1990; Bargh & Chartrand, 1999; Bargh & Gollwitzer,
1994; Bargh, Gollwitzer, Lee-Chai, Barndollar, & Trötschel, 2001;
Bargh, Raymond, Pryor, & Strack, 1995; Chartrand & Bargh,
1996; Depret & Fiske, 1993; but see Kawakami, Young, &
Dovidio, 2002). In addition, situations themselves automatically
activate goal-related processing to influence behavior (e.g., Mos-
kowitz, Gollwitzer, Wasel, & Schaal, 1999). For example, a situ-
ational event (threat to self-esteem) causes people to engage in
automatic stereotyping (e.g., Spencer, Fein, Wolfe, Fong, & Dunn,
1998) or self-protective behavior (Feldman Barrett, Williams, &
Fong, 2002) of which they are not aware. These goals often
conflict with others, such as the goal to be egalitarian or the goal
to receive accurate, diagnostic information about the self. Al-
though many representations can activate in parallel, a person can
only think or do one thing at one point in time. Controlled attention
is required to negotiate the resulting interference or competition,
although a person need not be aware of any internal cognitive
activity that is initiated.

Controlled processing arises from the central executive aspect of
working memory (or similar constructs such as the SAS) and
occurs when attention is applied in a goal-directed, top-down, or
endogenous fashion. Complex mental processes and social behav-
ior may operate without conscious awareness (cf. Bargh & Fergu-

1 We believe that part of the confusion between the control of attention
and the subjective experience of control comes from the different ways in
which psychologists and philosophers use the term intentional. From a
psychological standpoint, the term intentional has come to mean how much
people experience themselves as the agents of their own behavior. To the
extent that psychological processes are activated by the environment, they
are said to initiate without intention; to the extent that they are experienced
as being triggered or stopped by an act of will, they are said to be
intentional (e.g., Bargh, 1994). From a philosophical standpoint, however,
intentional simply means that an event is “about” something (Dennett,
1987). Thus, both controlled and automatic processes are intentional be-
cause they are caused by something. Recent theorizing suggests that both
are very likely triggered by environmental stimuli (Bargh & Ferguson,
2000). On this view, causation of complex mental processes that are the
hallmark of controlled processing may begin in the environment, but they
are maintained by the central executive component of working memory.
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son, 2000), but they rarely occur without the control of attention,
at least if there is some level of interference. Goal- and motivation-
relevant representations may be reflexively activated by the envi-
ronment and operate autonomously to influence thoughts, feelings,
and behaviors. It is also possible that the suppression of unwanted
or goal-irrelevant representations can occur automatically with
reflexive attention (e.g., Moskowitz et al., 1999; Wilson, Lindsey,
& Schooler, 2000). But when these effects lead to thoughts or
behaviors contradictory to those appropriate for the current goal, a
condition of interference exists and controlled attention is required.

It is well-known that people need both motivation and oppor-
tunity to engage in controlled processing (E. R. Smith & DeCoster,
2000). Yet, we argue that, even with the appropriate motivation
and opportunity, people differ in their ability to control attention
and therefore in their ability to engage in controlled processing.
Without sufficient resources, controlled processing breaks down,
and less appropriate or undesired responses emerge.2 We now turn
to the idea that there are individual differences in the ability to
control attention, reflected in part by the concept of WMC. We
first describe this individual difference, followed by some sugges-
tions for how it may affect theories and research that are guided by
dual-process assumptions.

WMC: Individual Differences in the Ability to Control
Attention

What Is WMC?

Individual differences in WMC should influence how well the
accessibility of representations is managed and behavioral expres-
sions are controlled in situations in which there is distraction or
interference, or in situations that are novel or that involve some
time pressure. The concept of WMC is closely tied to the tasks that
are used to measure it. These tasks, called complex span tasks,
engage the executive functions of working memory because par-
ticipants are required to keep some information active and quickly
retrievable while periodically shifting their attention to some other
processing task (Baddeley & Hitch, 1974). In the typical complex
span paradigm, a memory span test is embedded within a second-
ary processing task. Participants are presented with some type of
information for later recall (e.g., words, digits, spatial orienta-
tions), and between the presentation of each item, they are required
to perform some attention-demanding computation (e.g., reading
sentences, doing simple arithmetic problems, counting, mental
rotation, and so forth) that can serve as interference for the mem-
ory task. Although capacity is measured as the maximum number
of target items (e.g., words, digits, spatial orientations) that can be
recalled without error, our assumption is that the underlying con-
struct is not a buffer, limited to some discrete number of bins or
slots; instead, the construct is more continuous, ranging from those
individuals who have more attentional resources (or who can
regulate their attentional focus well) to those who have fewer
resources (or who regulate less well). A wide variety of complex
span measures now exist, covering verbal, spatial, arithmetic, and
emotional domains (e.g., Case, Kurland, & Goldberg, 1982; Dane-
man & Carpenter, 1980; modified by Bliss-Moreau, Hristic, Feld-
man Barrett, & Tugade, 2003; Kane & Engle, 2003; Kyllonen &
Christal, 1990; Salthouse & Babcock, 1991; Shah & Miyake,
1996; Turner & Engle, 1989).

Older accounts viewed WMC from a resource-sharing frame-
work—as a limited cognitive resource that could be flexibly allo-
cated, depending on the processing needs of a person for a partic-
ular task in a particular context (e.g., Daneman & Carpenter, 1980,
1983; Just & Carpenter, 1992). According to this view, a person
could be an expert at the computational task (say, answering
arithmetic questions), leaving more attention available for the
storage component of the task, thereby allowing them to remember
more words and achieve a higher working memory span score.
This same person could have more difficulty with a different
computation (say, comprehending sentences), leaving them with
less attention available for the storage component involved in a
reading span task, causing them to remember fewer words and
achieve a lower span score. A related perspective, the domain-
specific view of WMC, proposes that there are separate working
memory systems for different modalities or types of representa-
tions (e.g., spatial vs. verbal; Jurden, 1995; Shah & Miyake, 1996).
Although the resource-sharing and domain-specificity views of
WMC have traditionally been discussed separately, they seem
similar in that they predict the same relation between the compu-
tational and memory span aspects of complex span tasks, with the
result that people should not perform consistently across span tasks
that involve different computational components. For instance, an
individual who has processing expertise in the verbal domain, but
not in the spatial domain, should have fewer attentional resources
available for the storage components involved in a spatial task, but
greater resources for a verbal task, with the result that their WMC
scores will be higher when the memory span (storage) test is
embedded within a secondary verbal processing task than when it
is embedded within a spatial task.

Resource-sharing or domain-specific definitions of WMC have
been criticized on a number of grounds, however (e.g., Duff &
Logie, 2001; Towse, Hitch, & Hutton, 2000). The most compelling
evidence against these views stems from two types of psychomet-
ric observations. First, mounting evidence suggests that, although
span tasks involve the use of domain-specific STM buffers, they
strongly covary with one another across various domains of per-
formance. Confirmatory factor analytic evidence (that controls for
measurement error) suggests that people perform consistently
across a host of different span tasks that require different types of
computations to be made (Daneman & Merike, 1996; Engle, Kane,
& Tuholski, 1999; Bliss-Moreau et al., 2003; for a review, see
Engle, 2002; Kane et al., 2004; Miyake, 2001). Second, processing
speed and accuracy for the computational components are not
related to span scores or their correlates (Conway & Engle, 1996;
Engle, Cantor, & Carullo, 1992; Bliss-Moreau et al., 2003; Towse
et al., 2000; but see Shilling, Chetwynd, & Rabbitt, 2002).

Taken together, the available evidence suggests that, although
performance on complex span tasks may be influenced by domain-
specific processing competencies, they have a commonality in
their measurement of a domain-free ability to control attention. A
computational model to predict and explain individual differences

2 Of course, there are many reasons why the necessary attentional
resources may not be available. Individual differences is only one. Alcohol,
fatigue, frontal lobe damage, schizophrenia, or depression would lead to
reduced attentional resources and a reduced capacity for controlled
processing.
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in WMC is consistent with a general resource view of controlled
processing (Daily, Lovett, & Reder, 2001). Furthermore, a con-
nectionist approach involving temporary maintenance of specific
and novel task goals through the circuitry of the prefrontal cortex
(PFC) and associated structures (O’Reilly, Braver, & Cohen, 1999)
is also consistent with this view.

What Neural Systems Subserve WMC?

The ability to control attention can be thought of as a property
of the anatomy and circuitry of the PFC and associated structures
(for an extensive review, see Kane & Engle, 2002). The PFC is a
collection of interconnected neural areas that play a role in con-
trolling and coordinating processing throughout the brain, and they
are particularly important to the relationship between controlled
and automatic processing (Miller & Cohen, 2001). The PFC and
associated circuitry (LaBerge, 2000; Posner & Peterson, 1990)
enacts the executive functions of working memory to accomplish
controlled processing by modulating activation levels (i.e., chang-
ing neural activity) at the “site of attention” (i.e., in the neural
circuits where computations are performed). Miller and Cohen
(2001) likened the PFC to a switch operator in a railway system.
If several trains (different systems of representations or pathways)
use the same bit of track to get where they are going (i.e., use the
same output pathways when competing for expression in behav-
ior), then a coordinator is needed to guide them safely to their
destinations. Some trains must be stopped at the station; others
may be stopped mid-route. Some will be allowed to go, and still
others asked to speed up. The fastest train will use the track first
(the system with the strongest activation pattern is expressed). The
resource limitations of controlled attention are thought to reflect
the properties of PFC function (Miller & Cohen, 2001) such that
the fundamental computational properties of the PFC are likely
related to the ability to control the trains.

Of course, it is important to ask what is controlling the PFC.
This is the homunculus question, and it is akin to asking, “who is
the controller” in controlled processing (cf. Bargh & Ferguson,
2000; Wegner, 2002; Wegner & Bargh, 1998)? It seems reason-
able that other neural structures influencing PFC activation may
also contribute to WMC. Because the thalamus is connected to
virtually all areas of the cortex, as well as many areas of the
subcortex, it is possible that controlled attention is enacted through
thalamic gating mechanisms (LaBerge, 2000). The modulatory
effect of the thalamus can be driven directly either by bottom-up
sources of sensory control or by top-down sources of control from
the PFC (LaBerge, 2000). There has been some suggestion that the
amygdalar complex (particularly, the central nucleus of the amyg-
dala; Gallagher, 2000; Holland & Gallagher, 1999) and basal
ganglia (LaBerge, 1998) may control the focus and intensity of
attention via their influence on the thalamus. There is also evi-
dence that the locus coeruleus (receiving inputs from the amygdala
and the anterior cingulate cortex) projects to PFC, thereby allow-
ing learning and past experience to influence top-down sources of
attention (Gallagher, 2000). Finally, there is evidence that the
parietal lobes may be involved with WMC, inasmuch as they are
involved in the focus of attention (for a review, see Cowan, 1995).
It is possible that WMC may be related to the computational
properties of these interacting systems as well, although this re-
mains to be investigated.

What Does WMC Relate To?

Control of attention is necessary for deliberate activation of a
representation, maintenance, or enhancement of an already acti-
vated representation, and suppression of unwanted representations.
If WMC reflects individual differences in the capacity to control
attention, and therefore the ability to engage in effortful, attentive
processing, particularly in circumstances in which there is inter-
ference or distraction, then it should be related to a host of
activation, maintenance, and suppression effects in a range of
complex cognitive tasks. The available evidence suggests that it is.
In addition, WMC is related to a wide range of other important
processing outcomes beyond those involving “cold” cognition (for
a summary, see Table 1).

Activation effects. If a needed representation, such as a goal
condition for the current task, is not sufficiently activated by
sensory input or automatic spreading activation, then its activation
must be enhanced to have the desired effect on behavior. WMC is
related to the use of attention to activate needed information (i.e.,
representations of stimuli, goal states, or action plans) stored in
LTM, at least in situations involving proactive interference or
attention-capturing distraction (Conway & Engle, 1994; Tuholski,
Engle, & Baylis, 2001). This directed search for information is
traditionally considered one element of controlled processing in
dual-process models. For example, those high in WMC can re-
trieve goal-relevant information more quickly and accurately than
can those who are lower in WMC. In a category fluency task, those
high in WMC retrieved a greater number of category exemplars
faster than those lower in WMC (Rosen & Engle, 1997). This
finding has also been confirmed by computational models of
WMC, in which the amount of general “source activation” in the
network was related to increased speed and probability of success-
fully retrieving goal-relevant information relative to nongoal-
related information (Daily et al., 2001).

Interference effects. Representations can be activated above a
threshold so that they become conscious, but they undergo con-
stant decay and quickly become insufficiently activated to affect
behavior or thought. To influence ongoing thought, feeling, and
behavior, individuals must keep information in a highly active,
easily accessible state, and this maintenance typically occurs when
other things are calling for our attention. The ability to maintain
already activated representations requires the resources to resist
distraction. WMC is related to this ability to resist interference
while keeping goal-congruent information actively in mind, sug-
gesting that WMC is related to another aspect of controlled pro-
cessing in dual-process models. For example, individuals with low
WMC are more vulnerable to various forms of interference on a
range of memory tasks when compared with those who are high in
WMC (e.g., “fan” interference, Conway & Engle, 1994; negative
priming, Conway, Tuholski, Shisler, & Engle, 1999; proactive
interference, Kane & Engle, 2000; Rosen & Engle, 1998; retroac-
tive interference, Rosen & Engle, 1997). Individuals lower in
WMC were considerably slower to complete a counting task when
presented with distracting information that shared physical fea-
tures with the target stimuli (Tuholski et al., 2001).

Suppression effects. If a representation passively becomes ac-
cessible as a result of activation by sensory input or automatic
spreading activation, but it is not needed (because it is irrelevant)
or unwanted (because it is goal-incongruent), then its activation
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level must be reduced to prevent its expression in behavior. The
executive functions of working memory are related to suppression
effects (e.g., Macrae & Bodenhausen, 2000; Macrae, Boden-
hausen, Schloerscheidt, & Milne, 1999; von Hippel, Silver, &
Lynch, 2000), as are individual differences in WMC (Brewin &
Beaton, 2002; Rosen & Engle, 1998), suggesting that WMC is
related to the ability to use attention to keep some information
actively out of mind. For example, in a category fluency task,
individuals low in WMC were less able to monitor prior responses

and suppress repetitive exemplars, such that they produced a
greater number of repetitions during the fluency task than did those
higher in WMC (Rosen & Engle, 1997). Compared with those
higher in WMC, those lower in WMC are less able to resist the lure
of a powerful orienting cue (e.g., they were less able to resist
orienting to their name being spoken in an unattended ear during
a dichotic listening task, Conway et al., 2001; to the presentation
of an attention-capturing peripheral visual cue in an anti-saccade
task, Kane et al., 2001). Those lower in WMC are also less able to

Table 1
Processing Outcomes Associated With Working Memory Capacity (WMC)

Processing outcome Representative citation

Activation effects
Latency and frequency of generating exemplars from a category Rosen & Engle (1997)
Speed and probability of successfully retrieving goal-relevant information Daily, Lovett, & Reder (2001)

Resisting interference effects
“Fan” interference Conway & Engle (1994)
Negative priming Conway, Tuholski, Shisler, & Engle (1999)
Proactive interference Kane & Engle (2000); Rosen & Engle (1998)
Retroactive interference Rosen & Engle (1997)
Distracting information with physical similarities to target information Tuholski, Engle, & Baylis (2001)

Suppression effects
Monitoring prior responses and suppressing repetitive exemplars in category

fluency task
Rosen & Engle (1997)

Resisting the lure of a powerful orienting cue (e.g., dichotic listening task) Conway, Cowan, & Bunting (2001)
Resisting attention-capturing peripheral visual cue (e.g., antisaccade task) Kane, Bleckley, Conway, & Engle (2001)
Inhibiting prepotent automatic or habitual responses (e.g., Stroop task) Kane & Engle (2003)
Age-related declines in ability to suppress “automatic” processing in dual-

process models
Chiappe, Hasher, & Siegel (2000); Hasher & Zacks (1988)

Thought suppression Brewin & Beaton (2002)
Suppression of counterfactual thoughts Goldinger, Kleider, Azuma, & Beike (2003)
Age-related declines in ability to inhibit stereotype use von Hippel, Silver, & Lynch (2000)

Processing strategies (low vs. high WMC)
Automatic spreading activation vs. controlled attention in category fluency task

(e.g., category fluency task)
Rosen & Engle (1997)

Quick to respond, relying on automatic parsing vs. slow to respond, maintaining
multiple interpretations (e.g., syntactically ambiguous sentences)

MacDonald, Just, & Carpenter (1992)

Drawing inferences earlier vs. later in the process (e.g., when reading difficult,
ambiguous prose)

Whitney, Ritchie, & Clark (1991)

Cognitive miser vs. motivated tactician cf. Fiske & Taylor (1991); Taylor (1981)
Learning and memory

Construction of mental representations that support new learning Cantor & Engle (1993)
Rule-based learning (in comparison with associative learning) E. R. Smith & DeCoster (2000)
Encoding of new information Rosen & Engle (1997)
Establishing coherence between various parts of a text during the comprehension

process
Budd, Whitney, & Turley (1995)

Real-world cognitive tasks
Reading comprehension Daneman & Carpenter (1980, 1983); Daneman & Merikle

(1996)
Language comprehension Just & Carpenter (1992); King & Just (1991); MacDonald

et al. (1992)
Listening comprehension and problem solving Adams & Hitch (1997); Carpenter, Just, & Shell (1990)
Reasoning Kyllonen & Christal (1990)
Adapting strategies to changing success rates Schunn & Reder (2001)
Vocabulary learning Daneman & Green (1986)
Spelling Ormrod & Cochran (1998)
Following directions Engle, Carullo, & Collins (1991)
Logic learning Kyllonen & Stephens (1990)
Taking lecture notes Kiewra & Benton (1988)
Writing Benton, Kraft, Glover, & Plake (1984)
Storytelling Pratt, Boyes, Robins, & Manchester (1989)
Emotional processing Bliss-Moreau et al. (2003)
Ability to reason, solve novel problems, and adapt to new situations Conway, Cowan, Bunting, Therriault, & Minkoff (2002);

Engle, Tuholski, Laughlin, & Conway (1999); Kyllonen
& Christal (1990)
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inhibit prepotent automatic or habitual responses. In a Stroop
paradigm, individuals higher in WMC made fewer word-naming
errors on incongruent trials (e.g., the word BLUE printed in the
color green) than did those lower in WMC (Kane & Engle, 2003)
when incongruent trials were relatively rare. In addition, those
lower in WMC who are under concurrent memory load are espe-
cially susceptible to bias associated with counterfactual thoughts
that are automatically generated during a judgment task (Gol-
dinger, Kleider, Azuma, & Beike, 2003). It seems, then, that WMC
modulates the active suppression or inhibition of “automatic”
processing in dual-process models. Indeed, age-related declines in
WMC (Chiappe, Hasher, & Siegel, 2000; Hasher & Zacks, 1988)
may be one reason why elderly participants, although motivated to
inhibit stereotype use, were less able to do so when compared with
younger participants (von Hippel et al., 2000).

Processing strategies. There is some indication that individu-
als characterized by different levels of WMC differ in their use of
automatic and controlled processing strategies during demanding
tasks. For example, in Rosen and Engle (1997), described above,
individuals lower in WMC relied on automatic spreading activa-
tion for the retrieval of category exemplars in a fluency task,
whereas those higher in WMC used controlled attention to guide
their search after a certain point in time. When a secondary load
task was added to another task to make resisting interference more
difficult, performance was impaired for those higher in WMC,
whereas it was unaffected for those lower in WMC (Conway et al.,
1999; Kane & Engle, 2000; Rosen & Engle, 1997).

These strategy differences have an impact on performance in
several ways. Individuals lower in WMC may respond more
quickly to complex tasks. For example, individuals high in WMC
are slower to respond to questions about syntactically ambiguous
sentences because they are able to maintain two possible interpre-
tations of the sentences and use semantic information to disam-
biguate their meaning. Those lower in WMC rely on their first,
more automatic parsing of the sentences, allowing them to respond
more quickly (MacDonald, Just, & Carpenter, 1992). Individuals
low in WMC also draw inferences earlier in the process of reading
difficult, ambiguous prose than do those with larger working
memory capacities (Whitney, Ritchie, & Clarke, 1991), and, as a
result, they may be more susceptible to source monitoring errors
(see Johnson, Hashtroudi, & Lindsay, 1993, on source monitoring
errors) because they are poor at recalling information about the
encoding context (Lee-Sammons & Whitney, 1991).

These processing differences lead to very different metaphors to
describe information processing in those who have relatively high
versus low WMC. Those higher in WMC may be described by the
motivated tactician metaphor (Fiske & Taylor, 1991). Motivated
tacticians have multiple information-processing strategies avail-
able and can select among them on the basis of goals, motives, and
the constraints of the environment. A motivated tactician, like a
person with a large WMC, should have the resources to bring
controlled attention to bear on goal-relevant information process-
ing and all that it implies about managing activation levels of
relevant and irrelevant knowledge structures. In contrast, those
lower in WMC may be best described by the cognitive miser
metaphor (Taylor, 1981). Cognitive misers, like those lower in
WMC, have severely limited attentional resources and, as a result,
adopt strategies that simplify the need for controlled attention.
Although they may have an array of goals or motives, they do not

have the attentional resources to maintain goal-relevant processing
in the face of complex situations, such that they end up empha-
sizing efficiency over any other processing goal.

Learning and memory. In addition to influencing the degree of
controlled processing in a dual-process sense, WMC also seems
related to a host of other cognitive processes related to learning
and memory. WMC influences the construction of mental repre-
sentations that support new learning (Cantor & Engle, 1993),
particularly rule-based learning (in comparison with associative
learning; E. R. Smith & DeCoster, 2000). When explicitly attempt-
ing to learn complicated mental models, low-capacity individuals
are less able to maintain all of the necessary information in
working memory to construct a complex, integrated representa-
tion. Some evidence suggests that capacity limitations may also
have their impact at the encoding of new information (cf. Rosen &
Engle, 1997; although see Radvansky & Copeland, 2001). This
hypothesis is supported by findings that WMC plays a role in
establishing coherence between various parts of a text during the
comprehension process (Budd, Whitney, & Turley, 1995), both in
a local sense (when processing individual propositions within a
passage) and in a thematic sense (when linking sentences within a
text to create a representation of a passage in its entirety).

WMC is not only related to new learning, but it may also
enhance people’s ability to use what they already know to improve
their performance. Individuals high in WMC benefit from preex-
isting domain knowledge to a greater extent than do those lower in
WMC, such that high WMC amplifies the effect of domain knowl-
edge on memory performance (Daily et al., 2001; Hambrick &
Engle, 2002; but for evidence of additive effects, see Rukavina &
Daneman, 1996). The argument used here is similar to that used to
describe how WMC supports new learning. Memory for new
information requires that it be integrated into domain-specific
representations that exist in LTM. This integration depends not
only on the complexity of the knowledge structure but also on the
ability to maintain the new information in an activated state for
some period of time while encoding and elaboration occur.

Real-world cognitive tasks. In addition to correlating with
cognitive and perceptual laboratory tasks, individual differences in
WMC contribute to proficiency in a wide range of real-world
cognitive activities. Span scores are related to reading comprehen-
sion (Daneman & Carpenter, 1980, 1983; Daneman & Merikle,
1996), language comprehension (Just & Carpenter, 1992; King &
Just, 1991; MacDonald et al., 1992; but see MacDonald & Chris-
tiansen, 2002; Waters & Caplan, 1996), listening comprehension
and problem solving (Adams & Hitch, 1997; Carpenter, Just, &
Shell, 1990), reasoning (Kyllonen & Christal, 1990), adapting
strategies to changing success rates (Schunn & Reder, 2001),
vocabulary learning (Daneman & Green, 1986), spelling (Ormrod
& Cochran, 1998), following directions (Engle, Carullo, & Collins,
1991), logic learning (Kyllonen & Stephens, 1990), taking lecture
notes (Kiewra & Benton, 1988), writing (Benton, Kraft, Glover, &
Plake, 1984), storytelling (Pratt, Boyes, Robins, & Manchester,
1989), and emotional processing (Bliss-Moreau et al., 2003).
WMC is also strongly related to measures of fluid intelligence,
defined by Cattell (1943) as the ability to reason, solve novel
problems, and adapt to new situations (Conway, Cowan, Bunting,
Therriault, & Minkoff, 2002; Engle, Tuholski, Laughlin, & Con-
way, 1999; Kyllonen & Christal, 1990). Some consider WMC to
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be the main processing component that supports fluid intelligence
(Kyllonen, 1996).

Summary

WMC reflects individual differences in the ability to control
attention associated with the central executive aspect of working
memory. It can be thought of as an individual difference in the
“source of goal-directed attention” that serves to activate, main-
tain, or suppress memory representations. It is associated with the
anatomy and circuitry of the PFC and related structures. WMC can
be measured by a host of complex span tasks (a memory span task
embedded within a secondary processing task) that have excellent
reliability and validity. Individual differences in WMC are related
to a variety of processing outcomes, including the capability to
simultaneously keep goal- or task-related representations actively
in mind (regardless of whether they were initially activated exog-
enously or endogenously); engage in a controlled, planful search of
memory and effortful retrieval of additional goal- or task-related
representations as needed; monitor for potential conflicts when
there are competing response options; and resolve this conflict by
inhibiting actions and suppressing the activation of unwanted
information in conditions that are complex, full of distractions, or
that pull for response competition. From the perspective of dual-
process models of the mind, individual differences in WMC likely
influence the capability to engage in controlled processing, thereby
determining our ability to control our thoughts, feelings, and
actions in the course of everyday life.

Implications of Individual Differences in Controlled
Attention Ability for Dual-Process Models

It is fairly well accepted that controlled processing will occur
only when there are sufficient attentional resources (Bargh, 1989)
or motivation (E. R. Smith, 1998; E. R. Smith & DeCoster, 2000).
Competing sensory information, conflicting goals, and the like are
the norm. Individual differences in WMC will determine whether
a person has sufficient attentional resources to engage in controlled
processing in these circumstances. As a result, many of the con-
trolled, corrective mental processing effects that have been docu-
mented in the research literature are very likely moderated by
WMC. Rather than provide a laundry list of specific effects that
might be moderated by capacity considerations, we examine the
extent to which WMC may influence the success of representative
processing tasks. To do so, we directly build on a recent article by
E. R. Smith and DeCoster (2000), who discussed the processing
modes associated with controlled and automatic effects as they
occur in dual-process theories. Examples of specific psychological
effects are offered briefly for illustrative purposes. When discuss-
ing these examples, we are not implying that they deal with the
moderating influences of WMC. Rather, we suggest that these
articles detail effects that we think may be moderated by WMC.
We offer our observations in the context of discovery (Popper,
1968; Reichenbach, 1947; see also Whewell, 1860/1971) to illus-
trate the fact that there are important areas of social, personality,
cognitive, and clinical psychology that can be further informed by
the idea of individual differences in WMC.

Processing Modes

In a recent review of the literature, E. R. Smith and DeCoster
(2000) linked automatic and controlled processing to distinct pro-
cessing modes. The associative mode draws on pattern-completion
or similarity-based retrieval, and functions on the basis of preex-
isting representations. Information is processed automatically, out-
side of focal attention. As a result, WMC differences would not
affect the range of automatic categorization effects or retrieval of
well-learned affective or evaluative responses, all of which are
instances of associative processing. To the extent that all individ-
uals use associative processing, they will experience the phenom-
ena described so nicely by E. R. Smith and DeCoster (2000).
Knowledge representations and evaluative or affective responses
will be automatically and preconsciously activated by cues that are
present in the stimulus environment. Resulting thoughts and feel-
ings are experienced as part of the stimulus information rather than
being seen as the perceiver’s own reaction. That is, affect or
interpretations attributed to an object will be experienced as part of
the stimulus properties of that object.

The rule-based mode involves symbolic representations and
cultural knowledge for guiding behavior. Compared with the as-
sociative system, the rule-based system is subjectively effortful,
strategically coordinated to the individual’s processing goals, be
they specified by the task (as in a Stroop paradigm) or motivational
in nature (as when trying to control stereotyping behavior), and
requires attentional resources. As a result, rule-based processing
may be more subject to the effects of constraints on attentional
capacity, including individual differences in WMC.

Incorporate Additional Information Into Existing
Representations

Dynamically modifying knowledge representations online is
achieved by rule-based processing (E. R. Smith & DeCoster,
2000). As such, WMC is likely related to the ability to incorporate
new or inconsistent information into a preexisting representation
of an object, potentially moderating a host of different effects. For
example, during the process of perceiving another person, we
typically begin by using categorical (group-related) information to
draw inferences about that target person, later incorporating indi-
viduating information (that is specific to the target) into our
inference; individuals low in WMC may not have sufficient re-
sources to detect, process, or remember information that is unex-
pected or inconsistent with their categorical representations (e.g.,
Hastie & Kumar, 1979; Sherman, Lee, Bessenoff, & Frost, 1998;
Srull & Wyer, 1989). This would be especially true if, as suggested
by Conway and Kane (2001), individuals lower in WMC form
impressions early in the information-processing trajectory. As a
result, individuals low in WMC, like those with explicitly preju-
dicial beliefs, may possess more stereotypic group-based informa-
tion in their representations of other people, whereas those higher
in WMC, like those with egalitarian beliefs, may hold proportion-
ally less of that information in memory (e.g., Hilton & von Hippel,
1996; Wittenbrink, Judd, & Park, 1997).

Even if they recognize inconsistent information, those lower in
WMC may not have the attentional resources to elaboratively
process this information, therefore making it more difficult to
resolve any inconsistency between the individuating information
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and information about the group to which the target belongs (e.g.,
Macrae et al., 1999). The hypothesis that WMC is related to the
ability to resolve inconsistency in information about a person is not
much different from the idea that WMC is related to success in
establishing coherence between disparate parts of a textual passage
(Whitney et al., 1991).

Of course, the idea that the central executive is implicated in
person perception is not new (see Macrae & Bodenhausen, 2000;
Macrae et al., 1999). More novel is the idea that people differ in
the capacity of their executive functions, and therefore may vary in
their ability to organize their impressions, judgments, or memories
of a target person around information that is specific to the target
person, rather than to the target’s group.

More generally, WMC may moderate how we perceive others at
various stages in the person perception process. In general, the act
of perceiving another person can be summarized in three stages
(Gilbert, 1998). First, there is behavioral identification—how an
observer perceives what a target person is doing. People are
constantly moving and engaging in actions, and we partition this
continuous movement into discrete meaningful acts. We isolate
and organize behavioral actions (like facial muscle movements)
into a recognizable behavioral act (like a smile). Second, there is
attributional inference. Once we have identified a behavioral act,
we want to know why it happened. Here, we infer the cause of the
acts that we have identified. Typically, we believe the cause rests
with some property of the person (a trait, an internal state, etc).
Finally, we have the correction stage. Once we have identified an
act and attributed its cause, we form an impression about the target
person. Aspects other than some property of the target person (like
the situational context) might have caused the behavior, but we
factor these in after the fact. It is typically assumed that the first
two stages proceed automatically, but that the correction stage
requires controlled processing. As a result, considering alternative,
possibly situational causes for a person’s behavior may be mod-
erated by WMC. For example, an individual lower in WMC may
be less able to correct for initial inferences when forming impres-
sions of others (e.g., Gilbert, Pelham, & Krull, 1988; Trope &
Gaunt, 2000), either because they habitually rely on automatic
processing about persons or because they do not have adequate
control of their attentional resources to factor in evidence for
alternative influences on behavior. As a result, an individual lower
in WMC may be more likely to commit the fundamental attribu-
tion error when making attributions about others.

WMC may influence the extent to which individuals use either
“online” or “memory-based” processing strategies when forming a
judgment about a person (e.g., Hastie & Park, 1986; McConnell,
Sherman, & Hamilton, 1994). An online strategy is similar to
rule-based processing: Individuals encode information as they are
exposed to it. This recently formed impression is then stored in
memory and retrieved when needed, thereby allowing individuals
to use a preprocessed impression when asked to make a judgment
about another person (or themselves; Feldman Barrett, 1997). A
memory-based strategy is more similar to associative processing:
Individuals will construct an impression on the basis of whatever
information is available at the time of judgment. There is no
necessity that memory-based processing must be associative in
nature, but in attention-demanding situations when a strategic
memory search cannot be sustained, judgments may be based on
whatever information is effortlessly accessible. As a result, indi-

viduals higher in WMC may use an online processing strategy,
whereas those lower in WMC may use a memory-based processing
strategy. When online judgments are required, individuals higher
in WMC may update their representations of a person as they go
along, incorporating both early and late information, whereas those
lower in WMC may form an impression early on, relying on early
information. This idea is consistent with findings that individuals
with higher span scores make inferences about textual information
much later than do those with lower span scores, who make
inferences early on in the comprehension process (Singer, Andru-
siak, Reisdorf, & Black, 1992; Singer & Ritchot, 1996).

Use Symbolically Represented Rules to Regulate Behavior

E. R. Smith and DeCoster (2000) suggested that the rule-based
processing system is responsible for quickly learning a new fact or
rule, symbolically representing it, and using it in subsequent pro-
cessing to guide behavior. Individuals high in WMC should be
better able to use symbolically represented rules to monitor deci-
sions and behaviors (e.g., using social norms or explicitly held
beliefs to regulate behavior). They may even be more aware that a
stimulus can prime or automatically influence subsequent judg-
ments or behaviors (e.g., Wilson & Brekke, 1994), thereby allow-
ing them to more successfully counter its effects. For example, it
is possible that participants primed with violent rap music in a
study by Rudman and Lee (2002) would have avoided using
negative stereotypes when they judged an African American target
(in a supposedly unrelated experiment) had they known that the
music could cause that effect. This is consistent with the findings
that those higher in WMC showed enhanced ability to perform on
Stroop (Kane & Engle, 2003) or anti-saccade tasks (Kane et al.,
2001), in which the experimental situation provides a symbolic
rule to guide behavior.

Of course, it would be incorrect to assume that those lower in
WMC fail to use their rule-based knowledge in some pervasive
way. In the absence of interference or distraction, individuals who
are low in WMC may be able to use rule-based knowledge to guide
their behavior effectively. Furthermore, E. R. Smith and DeCoster
(2000) pointed out that with repeated use, rule-based knowledge
will be applied associatively, so rule-based knowledge, like goals
or other symbolic representations related to behaviors, may be
passively activated by the environment. Yet, at some point, goal-
directed attention would be required to manage the activation level
of rule-related representations. Without sufficient attentional re-
sources, it would be unlikely that the rule would have a sustained
impact on information processing and subsequent behavioral out-
comes. And, of course, when we suggest that goal-directed atten-
tional influences are at work, we are not necessarily assuming that
a person is subjectively aware of attending to the rule or that it is
the focus of their attention.

Explaining and Introspecting

E. R. Smith and DeCoster (2000) argued that rule-based pro-
cessing produces an explicit step-by-step logical account of how a
processing outcome is derived (unlike associative processing,
which only produces a “gut” feeling). If individuals higher in
WMC are better at rule-based processing, then they may have an
easier time reflecting on and summarizing their own past experi-

561INDIVIDUAL DIFFERENCES IN CONTROLLED ATTENTION



ences during the act of remembering. On this basis, we can form
a number of hypotheses. Individuals high in WMC may show less
distortion or retrospective memory bias when recalling past events.
They may also be more accurate when responding to standard
self-report measures of personality and motivation because such
questionnaires require respondents to retrieve previous instances
of thoughts, feelings, or behaviors and then summarize them into
a coherent answer (for a discussion, see Feldman Barrett, 1997;
Robinson & Clore, 2002). We could also argue, however, that
those higher in WMC may show more bias because retrospections
are constructed on the basis of concurrent goals or theories, and
people with more attentional resources would have more ability to
enact those goals or theories during the act of remembering (for
reviews, see, e.g., Ross, 1989; Schacter, 1996). We can reconcile
these ideas by suggesting that the accuracy or bias contained in
global self-reports or retrospections made by those higher in WMC
will depend on the processing goals at the time of report; they may
show more bias when a consistency or enhancement goal is
present, but more accuracy with an accuracy goal. Those lower in
WMC may not be as sensitive to such goals, such that their reports
or recollections may be more consistent across response contexts.

WMC may affect not only the content of representations but
also the functional properties of the representations. Individuals
high in WMC may have a greater wealth of exemplar-based
information available to them (exemplars are the theoretical enti-
ties that are assumed to record the specific history of use of a
general concept; E. R. Smith, 1998). The rule-based processing
system encodes information as exemplars, creating a symbolic
representation of how or when an episodic event occurred, thereby
leaving an enduring source memory trace that can be retrieved at
a later time. Previous research has shown that WMC is associated
with the extent to which people can recall information about the
encoding context (Lee-Sammons & Whitney, 1991). Together,
these findings suggest that those high in WMC encode more
episodic information than do those lower in WMC.

As a result, individuals high in WMC may have categories that
are constructed on a subset of exemplar representations that are
activated from LTM, rather than categories that are retrieved as a
unified whole, during information processing (e.g., E. R. Smith &
Zárate, 1992). In contrast, those lower in WMC may be less able
to represent episodic information associated with the encoding
context, making their representations more schemalike and seman-
tic. Because exemplar-based categories are more flexible than
semantic categories, WMC may influence the flexibility of con-
cepts or categories. Moreover, when remembering information
about the self, individuals with lower capacity may rely more on
semantic information, whereas those with higher capacity may rely
more on episodically infused information (e.g., Robinson & Clore,
2002).

Implementing Motivation

Recent evidence suggests that goals can be automatically acti-
vated and affect a host of social psychological outcomes (Bargh,
1990, 1997; Chartrand & Bargh, 1996). Yet for goals and other
task-related motivations to have a prolonged impact on behavioral
outcomes, they must have a sustained impact on information
processing. To be successful, goal- or task-related processing must
maintain or enhance the activation of relevant representations and

suppress the activation of goal- or task-irrelevant representations.
Thus, it is important to know whether a person has the attentional
capability to maintain and manipulate information in the service of
a processing goal, in addition to knowing which goals are being
pursued. One interesting implication of a WMC perspective is that
not everyone can enact a processing goal in attention-depleting,
complex social circumstances, even if they possess the goal.

E. R. Smith and DeCoster (2000) suggested that motivation and
capacity constraints have independent effects on rule-based pro-
cessing, but from a WMC standpoint, the two may not be so
independent. First, work by Engle and his colleagues (e.g., Rosen
& Engle, 1997) indicates that WMC is associated with the extent
to which individuals even attempt to enact controlled processing in
attention-demanding circumstances. For those lower in WMC, a
failure to attempt controlled processing may not reflect a lack of
motivation to correct; rather, it may reflect previous learning that
such attempts of control are unsuccessful.

Second, even if motivations to correct are present, controlled
attention is required to implement the associated processing goal.
Those with larger working memory capacities will be more effec-
tive in achieving goal-directed attention to guide processing and
behavior. Without sufficient controlled attention resources, those
low in WMC will be unable to correct or control their associative
processing, even if they have the explicit motivation or intention to
do so. As a result, even those theories that put relatively more
emphasis on motivation for countering the negative effects of
automaticity (e.g., Brewer, 1988; Devine, 1989; Fiske, 1989; Petty
& Cacioppo, 1986) are not immune from considering the impli-
cations of WMC differences.

This sort of differential ability to enact goal-related processing
would have an impact on a host of social psychological effects. In
the stereotyping literature, researchers have argued that everyone
engages in the same associative process when they encounter a
stigmatized group member, but that individuals with more egali-
tarian goals inhibit their stereotyped thoughts and replace them
with nonprejudice beliefs (e.g., Devine, 1989; Devine & Monteith,
1999; Plant & Devine, 2001). Incorporating WMC into this classic
model may help to explain why there is inconsistency in the
empirical findings on whether people who are motivated to control
prejudice are able to do so. WMC would influence the ability to
engage in controlled inhibition of stereotyped thoughts such that
some motivated individuals have the cognitive resources to do so,
whereas others do not. Incorporating WMC into the analysis may
also help to explain why practice overcomes the automatic acti-
vation of stereotyped information (e.g., Kawakami & Dovidio,
2001). Practice may level the cognitive playing field by making the
process more automatic, allowing both low- and high-WMC indi-
viduals to achieve inhibition.

Some researchers have argued that stereotype activation is au-
tomatic for all people, and that stereotype application is influenced
by goals (Devine, 1989). Recent evidence suggests that goal states
can influence category activation, however (e.g., Moscowitz et al.
1999; for a summary, see Macrae & Bodenhausen, 2000). Such
goal-related categorization effects may be differentially effective,
depending on a person’s WMC. For example, egalitarian individ-
uals higher in WMC may not experience stereotype activation
automatically (e.g., Devine, 1989; Wittenbrink et al., 1997),
whereas egalitarian individuals lower in WMC may experience
automatic activation of their stereotyped categories because they
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do not have the attentional resources to sustain goal-related
processing.

The elaboration likelihood model of persuasion (Petty & Ca-
cioppo, 1986) suggests that a persuasive message has its impact via
two routes: the automatic processing of noncontent-related infor-
mation (e.g., the source of the message) that allows a person to
make a quick judgment about a message, and the controlled
elaboration of the content for which a person carefully thinks about
the issue-relevant arguments. Because elaboration requires con-
trolled processing, those lower in WMC may be less able to
achieve elaboration in complex or attention-demanding circum-
stances. In complex situations, only those high in WMC may
elaborate on the contents of the message or resist the importance of
noncontent-related information (by deliberately considering it and
suppressing its subsequent influence on processing). In addition,
WMC may mediate several of the known moderators of elabora-
tive processing. For example, WMC may be positively related to
need for cognition (e.g., Cacioppo, Petty, Feinstein, & Jarvis,
1996) or negatively related to the degree of confidence that people
have in their own thoughts, both of which are known to influence
elaborative processing (e.g., Haugtvedt & Petty, 1992; Petty, Bri-
nol, & Tormala, 2002). (See the Perspective Taking section below
for a discussion of why low WMC may be associated with en-
hanced confidence in judgments and decisions.)

Suppression

Suppression effects have been well documented in person per-
ception and stereotyping processes (for summaries of such effects,
see Bodenhausen & Macrae, 1998; Devine & Monteith, 1999;
Wilson & Brekke, 1994). In recent years, there has been an
explosion of research and theorizing about self-regulatory pro-
cesses that either explicitly or implicitly implicate the importance
of suppression. Researchers refer to “willpower” (Metcalfe &
Mischel, 1999), “self-control” (Muraven & Baumeister, 2000), and
“effortful control” as aspects of temperament (Rothbart & Bates,
1998) to explain individual differences in the ability to suppress
unwanted or undesired thoughts, feelings, and behaviors during
self-regulation. Individual differences in WMC may underlie or
mediate these effects because it plays some role in regulating
thought and action via inhibiting the activation of goal- or task-
irrelevant representations. Those high in WMC may be better able
to inhibit unwanted, but prepotent behavioral or cognitive re-
sponses when they desire to do so than those lower in WMC, with
important consequences for well-being. For example, recent evi-
dence suggests that people who are vulnerable to depression en-
gage in a high level of thought suppression to avoid elaborative
processing of the negative thoughts that result from feelings of low
self-worth (Wenzlaff, Rude, & West, 2002). This suppression
requires substantial mental effort, and when under cognitive load,
depressive cognitions surface and the vulnerability is unmasked,
potentially leading to a depressive episode (Wenzlaff et al., 2002).
Individual differences in WMC may moderate the link between
self-worth and depression such that those with low self-worth and
who are lower in WMC are more susceptible to depression than
those who are higher in WMC (who can more effectively suppress
negative thoughts about the self in a tonic fashion).

Existing evidence suggests that suppressing an unwanted behav-
ior involves a series of processing steps, including monitoring for

potential conflicts and decreasing the behavioral expression of
unwanted representations (that were passively primed by the sit-
uation) by restraining habitual responses, or inhibiting the process-
ing of attention-capturing stimuli. It would be important and in-
teresting to take a more molecular look at where individual
differences in controlled attention have their effect.

Extending the Context of Discovery

By this point, we hope that it is obvious that individual differ-
ences in WMC are important to consider in any theory in which
automatic and controlled processes come into play, particularly in
complex social situations in which there is the potential for inter-
ference from automatically retrieved representations that are con-
tradictory to the current goal state. In these sorts of situations,
something that is controllable for one person is not necessarily so
for another. We have offered examples of how individual differ-
ences in WMC may moderate a host of effects from existing
dual-process theories, and because they were offered in the context
of discovery, these hypotheses await empirical test. The concept of
WMC may have an even more important role to play in the context
of psychological discovery, however, in that it suggests several
novel hypotheses for investigation across a broad range of psy-
chological topics. We offer four examples.

On the Preconscious Nature of Control

Early in this article, we argued that controlled processing should
be defined in terms of whether attention is controlled, rather than
in terms of the subjective experience of control or will. Our
conscious experience of what we do, and how it feels when we do
what we do, is not the best way to build a theory about controlled
processing. This idea is consistent with the long-held view in
social psychology that we are rather limited in our abilities to
explain the causes of our behavior, and we cannot take subjective
experience as solid evidence for the presence of causal processes
(Nisbett & Wilson, 1977). As a result, conscious experience is not
diagnostic for distinguishing the presence of automatic and con-
trolled processes. Bargh and Ferguson (2000) made this point
nicely when they stated that “the feeling of volition . . . cannot be
taken as evidence for the existence of volitional control” (p. 940).
People experience themselves as controlling their behavior even
when they are not in control. This observation has been discussed
in depth by Wegner (2002). We argue that the opposite is also
true—people can engage in controlled processing even when they
do not experience themselves as doing so.

We distinguished controlled (from automatic) processing on the
basis of whether goal-directed attention (in the form of PFC
mediation) is involved. Earlier in this article, we also suggested
that perhaps no such definition is even needed because the dis-
tinction between automatic and controlled processing breaks down
all together at a certain level of analysis. This may make sense in
light of the fact that all processing is initiated by the environment
in one way or another (Bargh & Ferguson, 2000), and most acts of
attention involve both stimulus-driven and goal-directed influ-
ences (Monsell & Driver, 2000). Pure instances of attentional
capture do occur, but they are more infrequent than situations in
which goal-directed attention sets the preconditions for such au-
tomatic processing to take place (Pashler et al., 2001). Perhaps it

563INDIVIDUAL DIFFERENCES IN CONTROLLED ATTENTION



makes more sense to argue that controlled processing occurs when
previous learning and past experience influence the distribution of
attention (i.e., where attention is applied) in a goal-directed or
top-down fashion. With few exceptions, then, both the properties
of the object (say, characteristics of a person) and the goals of the
observer (based on previous experience and learning and instanti-
ated by connections between representations) determine how at-
tention is deployed.

Moreover, if we accept the idea that controlled processing is not
synonymous with conscious experience, then we are free to con-
sider the idea that goal-directed attention may function like a
preconscious filter that selects the focus of attention (and poten-
tially what is available to consciousness). This idea is consistent
with the emerging view that attention is captured automatically by
stimulus features primarily when there is some goal-directed at-
tentional preparation to allow this. As a result, controlled process-
ing may not be merely reversing the effects of automatic process-
ing, but it may also prevent (or allow) the expression of attention
on representations that were activated in a stimulus-driven way. As
long as one has a processing goal (like an egalitarian goal to
prevent stereotyping, for example), as well as the WMC to deploy
goal-directed attentional effects, that processing goal can be en-
acted. As a result, some of the effects that we think of as automatic
(e.g., Moskowitz et al., 1999) may well involve the control of
attention so early on that there is no associated experience of will
or agency. For example, it may be that a property of the person
(e.g., skin pigmentation) automatically activates both a stereotype
and a goal to be egalitarian, and with sufficient WMC resources,
the activation level of the stereotype can be suppressed before it
influences subsequent processing, thereby allowing egalitarian
outcomes with perceived ease.

Finally, goal structures are activated in some way by the envi-
ronment, but we might question the idea that goal-related repre-
sentations are, themselves, automatically activated by stimulus-
driven attention. When an object (say, a brown-skinned individual)
is already the focus of attention (because the individual is being
interviewed for a job or is in a conversation with the observer), it
is not possible to clearly separate bottom-up and top-down sources
of attention. A property of the object (the pigmentation of the
person’s skin) may activate categories and goals, but only when we
are attending to that object in the first place. We noted earlier that
most of our experimental paradigms test the implicit nature of
stereotyping and prejudice in a way that requires goal-directed
attention as a precondition. For example, participants are in-
structed to form an impression of the target person, or are asked to
process information about that person, such that the target person
is the focus of attention. It may be that we see evidence for
automatic processing precisely because the experimental setup
produces the goal-directed precondition to allow automatic pro-
cessing to proceed. Thus, some of the effects that we assume to be
a function of automatic processing may in fact be influenced by the
goal-directed control of attention in ways that we have yet to
consider.

Perspective Taking

E. R. Smith and DeCoster (2000) noted that the output of
associative processing “pops” into awareness so that the perceiver
is unable to provide any justification for it other than intuition.

Intuition often serves to justify the truth value of a belief—when
we have an intuition about an object, we treat our belief about the
object as true and absolute, rather than as contextual or relative
(Bargh, 1994). As a result, individual differences in WMC may
influence the extent to which people can treat their own beliefs as
hypotheses to be supported or disconfirmed. Individuals low in
WMC may be more confident about the validity of their ideas and
treat their beliefs as fact or knowledge. Because they form impres-
sions early on and do not represent the ambiguity that might be
inherent in a stimulus (e.g., a textual passage; MacDonald et al.,
1992), the mere act of forming an interpretation or judgment would
lead them to believe it to be true (Descartes, 1641/1931; Gilbert,
1991). And even if they detected the ambiguity, leading to a
motivation to correct their interpretation or judgment, they may not
have the attentional resources to consider the stimulus in a more
deliberate fashion. In contrast, those higher in WMC may have the
capacity to see their ideas in more relative terms and treat their
beliefs as just that—beliefs. Of course, just because one has the
capacity to do something does not mean that one will do it. Other
factors, like motivation or context, would obviously play an im-
portant role (Gilbert, 1995).

Any knowledge that is activated via associative processing is
treated as an inherent property of the stimulus, rather than as a part
of the perceiver’s own evaluation or interpretation of the stimulus
object, precisely because the perceiver does not experience them-
selves acting to evaluate or interpret (E. R. Smith & DeCoster,
2000). Yet, for the most part (there is some debate on the matter),
scientists accept the idea that we have no direct access to objects
in the natural world, and we come to know them through the filter
of our senses. When we hold a bowl, we do not directly experience
“a bowl,” we experience haptic and visual, and potentially olfac-
tory cues (from the substance contained in the vessel) that activate
knowledge representations that lead us to perceive a bowl. Simi-
larly, we do not directly see a “happy person,” we experience
sensory cues that tell us a person is moving his or her face and
gesturing in a particular way. These actions, or perhaps other
salient cues about the person or the context, serve to automatically
activate emotion concepts and person-related categories, leading
us to interpret the actions as a behavioral act (i.e., he or she is
smiling), thereby allowing us to perceive the person as happy (for
an overview of these processes, see Gilbert, 1998). Because indi-
viduals who are lower in WMC tend to approach complex tasks
using more automatic, associative processing strategies, they may
be less able to distinguish between the properties of the stimulus
and their own perception of or reaction to the stimulus. That is,
they may be more likely to reify objects. In contrast, those higher
in WMC tend to approach complex tasks with a more deliberative
mindset, such that they would have the capability to separate the
properties of a stimulus from their interpretation of that stimulus.
But again, capability and actuality are not the same thing.

The ability to treat your beliefs as hypotheses and to distinguish
between an object and your interpretation of that object are both
prerequisites for understanding that other people may see things
differently than you do. For example, individuals may hold au-
thoritarian views in part because they just have not considered the
possibility that they may be wrong (Altemeyer, 1996). Individual
differences in WMC, then, may be associated with the differential
capacity for perspective taking in complex, interference-filled sit-
uations. Perspective taking is a basic set of skills that have impli-
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cations for empathy (e.g., Keefe, 1976), interpersonal communi-
cation (e.g., Fussell & Kreuz, 1998; Krauss & Fussell, 1996;
Schober, 1998), and self-awareness (e.g., Ferrari & Sternberg,
1998; Hass, 1984). It is possible that individual differences in
WMC have some role to play in these behaviors as well.

Functional Modularity

A cognitive module is defined as a fast, domain specific set of
processes that have evolved to handle particular types of informa-
tion. Among other criteria (Fodor, 1983), modules are encapsu-
lated and impenetrable—a module’s activities and outputs cannot
be influenced by other classes of information such as prior knowl-
edge, expectations, beliefs, or any other cognitive input. Modules
are reflexive; they must provide predetermined outputs when pre-
determined inputs are present. Modules operate outside of aware-
ness (it is impossible to reflect on the operations of a module). The
typical assumption is that these properties of modules directly
result from the architecture of the brain systems (modules are
mediated by dedicated neural systems). Recent evidence suggests
that individual differences in WMC can produce a kind of func-
tional “modularity,” whereby a system appears modular, but only
because of attention (rather than architectural) constraints. This is
because capacity constraints create functional boundaries between
different processes when attentional resources are insufficient to
permit direct interaction between those processes.

Research on language comprehension demonstrates how capac-
ity constraints may produce the appearance of modularity (Just &
Carpenter, 1992). Evidence suggests that syntactic parsing is mod-
ular. When asked to parse a single sentence in isolation (i.e.,
without reference to the context provided by other sentences),
WMC is not involved. Given our long developmental exposure to
language (and some would argue our innate propensity to develop
language rules), we parse syntax automatically using a set of
overlearned, language-specific operations, and therefore syntactic
processing tends to be immune to capacity limitations (Caplan &
Waters, 1999). Language comprehension, however, requires some
appreciation of context (i.e., the individual must not only parse the
syntax of a given sentence but also must track the meaning of a
concept across several sentences). To accomplish this, participants
must hold information from previous sentences in working mem-
ory as they continue to parse those upcoming. In essence, this is a
complex span task. And, indeed, language comprehension is re-
lated to WMC. Those lower in WMC are unable to use context to
disambiguate a syntactically ambiguous sentence, making their
language comprehension appear more “modular” and cognitively
impenetrable. In contrast, those higher in WMC are able to use
context to help them understand a syntactically ambiguous sen-
tence, such that their language comprehension does not have the
properties of a modular system (for a discussion, see Just &
Carpenter, 1992; MacDonald, Just, & Carpenter, 1992).

The idea of functional modularity has heuristic value for under-
standing the role of attention control in dual-process theories.
Without ample attentional resources controlled, rule-based pro-
cessing will not interact with the more automatic, associative
processes, thereby creating a functional boundary between the two.
When this boundary occurs, phenomena appear modular, or re-
flexlike. As a result, a processing effect that resembles a “module”
for one person does not necessarily appear modular in another.

In addition, the idea of functional modularity also has potential
conceptual value in any domain in which modules are hypothe-
sized but where attention plays a role. As an illustration, we apply
the idea to the concept of “basic” emotions. Many theories define
emotions (anger, sadness, fear, etc.) as modular systems—distinct
natural kinds, free from symbolic interpretation, and biologically
distinct (e.g., Ekman, 1973, 1992; Ekman, Levenson, & Friesen,
1983; Izard, 1992; Johnson-Laird & Oatley, 1989; Levenson,
Carstensen, Friesen, & Ekman, 1991; Levenson, Ekman, &
Friesen, 1990; Panksepp, 1982, 1986, 2000; Tomkins, 1962;
Tooby & Cosmides, 1990). Although specific theories vary from
one another in some of their details, the general view holds that
each emotion is an entity with an essence (usually a neural system
or brain area); that it has causal power (i.e., it causes a set of
correlated, measurable manifestations [facial movements, heart
rate and blood pressure changes, voluntary actions, etc.]; that it is
hard-wired from our animal past; and that, once triggered, it cannot
be stopped (although it can be regulated after the fact). Evidence
against these various assumptions is mounting, however (see, e.g.,
Bradley & Lang, 2000; see also Cacioppo, Berntson, Larsen,
Poehlmann, & Ito, 2000; Russell, 2003; Russell, Bachorowski, &
Fernández-Dols, 2003).

A host of dual-process models of emotion exist (e.g., Matthews
& Wells, 1999; Oschner & Feldman Barrett, 2001; Teasdale, 1999;
van Reekum & Scherer, 1997), each of which relies on the now
familiar distinction between automatic and controlled processing.
These theories differ from more modern nativist theories in the
aspects of emotional responding they consider automatic. Modern
nativist views hold that emotion reflexes are merely tendencies,
not actualities. These tendencies (packets of coordinated re-
sponses) are automatically activated by predetermined stimuli, but
then are acted on (controlled, if you will), by learning, display
rules, and the like, allowing responses to be more flexible and
coordinated to the context. Most dual-process theories of emotion
assume that attention comes into play earlier in the formation of an
emotional response, and is not merely regulating the expression of
a reflex once it has fired.

On the basis of a recent model proposed by Feldman Barrett (in
press), we speculate a more provocative role for WMC in the
generation of a modular emotional response. We begin with the
idea that core affective reactions of pleasure and displeasure are,
like other evaluations, automatic and rooted in associative process-
ing (for a review, see Fazio, 2001). As a result, they are modular—
reflexive, incapable of being stopped by effortful processing
(Quigley & Feldman Barrett, 1999), and therefore immune to
capacity limitations. By analogy, core affective responding is more
like syntactic processing. The generation of a discrete emotional
reaction, like anger, sadness, or fear, may be more similar to
language comprehension. If conceptual knowledge about emotion
works like other categorical knowledge (and we have no reason to
suspect that it does not), then features of the situation or immediate
environment will trigger knowledge about an emotion category.
Attention control is required for strategic management of this
emotion knowledge, however. If this is correct, then low-capacity
individuals will not have sufficient control of their attention to
attempt deliberate processing at all. As a result, their emotional
response will be the direct result of their core affective response
plus whatever conceptual knowledge about emotion that remains
active, resulting in a functionally modular response. In contrast,
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those higher in WMC who have the attentional resources to engage
controlled processing can prevent a modular response and will
generate emotional responses in a more strategic, flexible manner.
Of course, under conditions of extreme cognitive load, like very
stressful situations, they would display functionally modular re-
sponses as well, but this might happen less frequently.

We do not mean to suggest, however, that higher WMC is
always associated with the more functionally effective emotional
response. Individuals low in WMC may fare better in situations
that call for quick actions in negative situations, whereas those
higher in WMC may engage in unnecessary deliberation. In addi-
tion, attentional resources that allow for the deliberation on neg-
ative experiences produce an increased risk for the experience of
depression (Mathews & MacLeod, 1994). In fact, sustained pro-
cessing of negative information is related to the development of
depressive disorders. For example, those higher in WMC may
have the ability to sustain a focus on negative circumstances and to
“resist distraction” from positive information.

Of course, our ideas are pure speculation at this point, but if
evidence from social psychology proves instructive, then they are
at least plausible. We have already referred to the wealth of
empirical evidence in social psychology that knowledge structures
can be activated and deactivated to have a profound influence on
subsequent thoughts, feelings, and behaviors (for a review, see
Bargh & Chartrand, 2000). When the concept “old” is activated,
college-aged participants walk slower (Bargh, Chen, & Burrows,
1996). When the concept “African American” is activated, Euro-
pean American participants act more aggressively (Bargh et al.,
1996). Moreover, our ideas about the role of conceptual knowl-
edge about emotion in emotional responding are consistent with
the “embodied” view of the conceptual system (Barsalou, 1999)
and emotion categories in particular (Niedenthal, Barsalou, Ric, &
Krauth-Gruber, in press). If it is possible that emotion knowledge
is formative in human emotional responding, then so is the ability
to manage it well.

Mechanisms of Self-Regulation

WMC may set the stage for a more nuanced understanding of
self-regulation. First, WMC may be related to the tolerance of
ambiguity. Tolerance of ambiguity is considered to be a source of
ego-strength (Block & Block, 1980; Klohnen, 1996). Although
uncertainty has been linked to an enhanced perception of threat
(Lazarus & Folkman, 1984; Milburn & Watman, 1981), there are
times when ambiguity may be advantageous, such that it permits
the maintenance of hope, inspires optimism, or prevents premature
closure. When environmental cues signal harm or danger, ambi-
guity can be used to reduce threat by allowing alternative, perhaps
reassuring, interpretations of the meaning of the situation. The
ability to tolerate ambiguity is related to a host of positive out-
comes, including less depression, effective emotion regulation, and
general positive health (e.g., Felton, Revenson, & Hinrichsen,
1984; Frenkel-Brunswik, 1949; Krohne, 1986; Lazarus & Folk-
man, 1984). It may be that those higher in WMC can better tolerate
the ambiguity associated with the uncertainty of future events,
whereas those who have lower capacity may engage in premature
closure by entertaining only one expected outcome. In support of
this hypothesis, research has shown that individuals higher in
WMC were more able to tolerate ambiguity (by maintaining mul-

tiple interpretations of a sentence) than were those lower in WMC
(MacDonald et al., 1992).

Second, WMC may assist in the ability to resist the attentional
capture from negative information. When threat is perceived, there
is a greater likelihood that individuals will focus their attention on
threatening cues (Pratto & John, 1991). The reason for this is a
function of the neuroanatomical organization of our attentional
system. The act of paying attention to (and processing the sensory
information from) one stimulus results in inhibition of other rep-
resentations, such that other objects are functionally filtered out of
focal attention (Kastner & Ungerleider, 2000, 2001). As a result,
stimuli with a potential to be dangerous result in attentional nar-
rowing (Easterbrook, 1959) such that other affectively significant
stimuli, some of which may be positive, are neglected. Sustained
attention to negative information has a host of negative conse-
quences that interfere with the development and maintenance of
emotion regulation strategies (Rothbart & Derryberry, 1981). The
shifting of attentional focus to nonthreatening cues is fundamental
to any regulatory process, such that flexible allocation of attention
may be an important element in allowing individuals to be resilient
to negative emotional circumstances. Those higher in WMC may
be more effective at this type of attentional control than those
lower in WMC. As a result, they may be less likely to develop
posttraumatic stress disorder and a host of other anxiety-related
disorders.

Finally, the possibility that WMC may influence the ability to
suppress previously learned affective associations would be im-
portant to attitudes and other evaluation-tinged judgments. Clas-
sical conditioning, which is a form of associative processing, is
still widely seen as the fundamental process through which new
cues come to acquire affective significance (e.g., Bouton, Mineka,
& Barlow, 2001; LeDoux, 1996, 2000). Whether they are negative
or positive, the associative system treats first-learned responses as
though they are relatively invariant across contexts and indelible
(Nelson & Bouton, 2002). Processes like extinction do not involve
a removal of old representations, but rather a controlled inhibition
of them associated with newer learning (Bouton, 1994; Nelson &
Bouton, 2002). This means that once acquired, affective memories
leave virtually unmodified traces in the brain. Even after extinction
to a conditioned stimulus, an animal’s brain retains changes in
neuronal firing patterns (Sanghera, Rolls, & Roper-Hall, 1979) or
in neuronal connections between cells (Quirk, Repa, & LeDoux,
1995) that were not present prior to learning. These findings are
consistent with the idea that old attitudes never die, but merely
exist in parallel with newer ones (Wilson et al., 2000).

Extinction occurs via the controlled inhibition of previously
learned affective responses. There are several lines of evidence
that suggest WMC may be associated with this learned inhibition.
Although the biological substrates of learned inhibition are far
from clear, there is some suggestion that previous threat learning
is inhibited by the influence of higher cortical structures, such as
the medial PFC (Morgan, Romanski, & LeDoux, 1993), or ven-
tromedial PFC (Quirk, Russo, Barron, & Leron, 2000), on subcor-
tical areas integral to threat learning (particularly the amygdaloid
complex). As we indicated earlier, PFC circuitry is associated with
controlled attentional processes (Kane & Engle, 2002). Any pro-
cess that requires the control of attention (e.g., increased cognitive
load or multitasking that limits working memory resources) could
permit a return of the original response (cf. Quigley & Feldman
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Barrett, 1999). This may explain why, when under significant
stress, people experience a reduction in their controlled attention
resources (Klein & Boals, 2001; Mizoguchi et al., 2000), such that
people experience a resurgence of the threat response. It also
suggests the possibility that individuals who differ in WMC may
be differentially able to inhibit the expression of a previously
learned threat response.

There is some evidence that regulatory inhibition involves a
sensitivity to context (Nelson & Bouton, 2002). Part of regulation
involves counterconditioning, or learning that a stimulus has
changed its meaning (from negative to positive, or vice versa).
When a stimulus has two possible meanings, context determines its
current meaning. For example, when a stimulus is paired with a
negative outcome (in one context), and is then paired with a
positive outcome (in a second context), its affective value at a
particular moment in time will be determined by the current
context. This is exactly analogous to how the verbal system de-
termines the meaning of ambiguous words (Bouton, 1994). The
context effectively disambiguates the meaning of an ambiguous
cue by controlling retrieval of the second meaning. Those higher in
WMC can use context to disambiguate the meaning of a sentence,
and similarly, they may also be able to disambiguate the affective
meaning of a stimulus by using context to retrieve the correspond-
ing meaning. Those lower in WMC may not countercondition as
easily and continue to respond to a stimulus according to its
original meaning.

Conclusion

The central executive aspect of working memory has had tre-
mendous influence in cognitive psychology over the past several
decades, but is only recently being considered in other areas of
psychological theory and research. In this article, we have sug-
gested that individual differences in one aspect of the central
executive—the ability to control attention—has much to offer
dual-process accounts of the mind. Incorporating this individual
difference into dual-process theories will provide a stronger, more
coherent account of human behavior. The central executive is one
aspect of working memory, and individual differences in the
ability to control attention is one important contributor to individ-
ual differences in WMC. We reviewed the research literature on
how to measure and conceptualize WMC and suggested that it may
moderate a host of processes that derive from dual-process ac-
counts. Our goal here is not to argue that existing dual-process
theories or their experimental findings are necessarily wanting.
Nor are we arguing that factors other than WMC, like previous
experience, knowledge, and motivation, are unimportant. Rather,
we suggest that person-level variance captured in dual-process-
inspired experiments (typically treated as error, or within-group
variability) may, in part, be meaningfully explained by individual
differences in WMC. We have also considered a number of do-
mains, from perspective-taking to self-regulation, in which the
concept of WMC may come in handy.

Ironically, our consideration of WMC has led us to depart from
the standard dual-process theories in two ways. First, controlled
processing allows people to flexibly interface with their environ-
ment, and the source of this flexibility is the ability to control
attention in a goal-directed manner, whether or not those goals are
represented in conscious awareness. Thus, we have defined con-

trolled processing not by the phenomenology of control, but by the
extent to which goal-directed attention is at play. Second, our brief
discussion about the dynamics of attention makes clear that goal-
directed attention is often the precondition that allows more auto-
matic forms of attention deployment to occur. The interplay be-
tween these two types of attention allocation, especially when
considered at the neuroanatomical level, may obfuscate the need
for the distinction between automatic and controlled processing
whatsoever, thereby drastically revising the dual-process story as
we now know it.

There are several things that we did not discuss in this review.
We did not address the source of this individual difference, in part
because not much is known and speculation on our part would be
premature at this juncture. We have also not addressed the more
basic aspects of cognition that constitute the control of attention,
especially how such control can be achieved without the need for
a homunculus (e.g., Newell, 1980; Wegner & Bargh, 1998), al-
though we did touch on that point when discussing the neural
systems that might subserve WMC. We have noted several times
in this article that goals can be automatically activated by cues in
the environment (for reviews, see Bargh & Chartrand, 1999; Bargh
& Ferguson, 2000). In a very real way, then, the environment may
influence the activation of goals in goal-directed attention that we
argue is the essence of controlled attention. How efficiently and
effectively this occurs likely depends on computational properties
associated with the PFC and associated attentional networks. Nor
did we discuss other individual differences that may contribute to
individual differences in the efficiency or functioning of working
memory, like the size of the storage buffers (Cowan, 2001) or
processing capacity as it relates to the relational complexity of
what is being processed (Halford et al., 1998). Both may contribute
to how well a person performs on memory span tasks, as well as
to a host of cognitive and real-world variables, but the evidentiary
basis for these ideas does not yet permit such claims. In addition,
we have not discussed developmental differences in WMC. If
WMC underlies or moderates the person perception, stereotyping,
self-regulation, and mental health effects as we have suggested,
then these effects, so well documented in young adults, may differ
in children and in older adults.

Finally, the idea that some people may have the capacity to
better control their behavior than do others is fraught with moral
implications about responsibility: the responsibility of actors for
the outcomes of their behavior. Automatic and controlled process-
ing differ in their evaluative connotation. Typically, associative
processing is linked to negative outcomes and controlled process-
ing to positive outcomes (E. R. Smith & DeCoster, 2000). Of
course, there are always caveats. Automatic processing can lead to
better outcomes in nonverbal decoding (Ambady, Bernieri, &
Richeson, 2000) or when maximizing the accuracy of preferences
(Wilson & Schooler, 1991). Controlled processing can lead to
biased responses when judgment correction results in contrast
effects (Dijksterhuis et al., 1999) or when thought suppression
leads to a rebound effect (e.g., Monteith, Sherman, & Devine,
1998; Wegner, 1994). And in situations when attentional resources
are especially taxed, automatic processing may confer both advan-
tages and disadvantages but, depending on the situation, may be
the lesser of two evils. All else being equal, however, we typically
think of controlled processing as more desirable. Our discussion of
WMC follows the same general evaluative distinction. In general,
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more controlled processing is better, even if only because it leads
to more flexibility in psychological outcomes. Yet, caveats exist.
Compared with those higher in WMC, perhaps individuals lower
in WMC might perform better in those domains that favor auto-
matic processing. And perhaps those higher in WMC will be more
impaired as they attempt to engage in controlled processing and
persist at it when, given the circumstances, their attentional re-
sources cannot support it (e.g., MacDonald et al., 1992).

There is perhaps a more important reason not to view high
WMC with global positivity. As we have briefly mentioned before,
having the resources to engage in controlled processing does not
necessarily mean that a person will do so. A person pays for
controlled processing with attentional resources. Just because
some people have more cash in the bank does not mean that they
will be generous in how they spend it. In fact, they may choose not
to spend much of it at all if they believe something is a bad
investment, or if they believe that they can maximize their out-
comes without spending a cent. Thus, the concept of WMC does
not replace the importance of motivations or goals. It is merely a
necessary condition for enacting them. Obviously, more research
is warranted to fully understand all the implications of WMC for
matters of behavioral control.
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